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Abstract  
The applications of imaging and computer graphics are becoming 

more important and widespread. In view of the proliferation of the 
application areas of imaging and graphics, several computer architec- 
tures have been developed to perform image processing or computer 
graphics. Most systems have been optimized to either imaging or 
graphics, even though some application areas require both imaging 
and graphics. In order to satisfy the increasing number of these appli- 
cations and to achieve high performance for both imaging and graph- 
ics, we have designed and are implementing a system called UWGSP4 
(University of Washington Graphics System Processor #4). 

UWGSP4 consists of four parts: a parallel vector processor, a 
shared memory system, an interconnection network, and a graphics 
subsystem. The parallel vector processor was provided mainly for 
imaging and general purpose computing, whereas the main functions 
of the graphics subsystem are to generate realistic three-dimensional 
images and to draw the display screen. Among the four parts, the 
shared memory and the interconnection network were designed to 
fully support the parallel vector processor and graphics subsystem 
so as to yield high sustained performance. 

This paper discusses the architecture of UWGSP4, presents sim- 
ulated performance figures for several imaging and graphics algo- 
rithms, and explores some application areas. 

1 Introduction 

During the last decade, the application areas of imaging and com- 
puter graphics have proliferated and have received a lot more atten- 
tion. Some of the application areas require both high-speed imaging 
and computer graphics operation capabilities. For example, the fast 
Fourier trailsforin (FFT),  which is an important image processing 
tool, has been used in computer graphics in generating landscape 
and ocean scenes of startling realism [l]. On the other hand, com- 
puter graphics has been used in the volume rendering of medical 
computerized tomographic (CT) images to produce realistic three- 
dimensional images of the human body- [2]. 

In conjunction with the proliferation of application areas, tech- 
nology advances and developments in the case of VLSI technology, 
parallel and pipelined architectures, image display resolution, and 
int,eractive graphical user interfaces have provided near real-time im- 
age processing and 3-D graphics rendering. Also, technology develop- 
ments make it possible for high-speed image processing and computer 
graphics operations to be performed in a single platform. 

In consideration of the trends in technology development and 
application areas, the UWGSP (University of Washington Graph- 
ics System Processor) series of imaging and graphics workstations 
have been developed at the University of Washington since 1986. 
UWGSP1, developed in 1986, was a first generation fixed point 
imaging and graphics subsystem interfaced to an IBM PC/AT host. 
UWGSPl consisted of a TMS34010 graphics system processor (GSP) 
closely coupled with a TMS 32020 digital signal processor (DSP), and 
provided a flexible, low-cost (less than $7000 total cost) and medium 
performance (it takes about 3 seconds to perform 3 x 3 convolution 
on a 512 x 512 image) imaging platform. Since fixed point 16-bit 
arithmetic is not sufficient for many image processing applications, 

we developed a second generation (UWGSP2) in 1988, which used a 
floating point processor (Texas Instruments 74ACT8837). The imag- 
ing performance of UWGSP2 was about twice that of UWGSPl. 
UWGSP3 131, developed in the beginning of 1990, utilized a multi- 
processor configuration for imaging and graphics, and consisted of a 
TMS34020 GSP and four TMS34082 floating point coprocessors that 
can be configured into either a pipelined or SIMD (single instruction, 
multiple data streams) mode depending on the algorithm. The peak 
performance of UWGSP3 is 160 MFLOPS, with a sustained perfor- 
mance of about 30 to 40 MFLOPS. 

UWGSP4, which is introduced in this paper, is a superworksta- 
tion which enables image processing and computer graphics to be 
performed with very high speed. UWGSP4 was designed as a pow- 
erful image processing system capable of operating on large images 
in real time, as well as a powerful graphics workstation capable of 
generating realistic images in real time or near real time. 

The following sections of this paper describe the architecture of 
UWGSP4, and some simulated performance figures for several imag- 
ing and graphics algorithms. 

2 System Architecture of UWGSP4 
Figure 1 shows the overall block diagram of the UWGSP4 which 
consists of four parts: a parallel vector processor, a shared memory, 
an interconnection network, and a graphics subsystem. The parallel 
vector processor and the graphics subsystem are the main computing 
parts for imaging and graphics processing, respectively, whereas the 
shared memory and the interconnection network provide the com- 
puting parts with high-bandwidth memory access and data transfer. 
The reason why two distinct computation parts are used to perform 
the image processing and graphics operations separately is that there 
is a difference between their operations and data flow; i.e., the vector 
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processor can be fully utilized for image processing since most image 
processing requires same operation on a large amount of data set 
such as matrix operation, but computer graphics cannot fully utilize 
vector operations and requires mostly pipelined operations. 

For most image processing operations such as image transforms 
and convolution, the image can be divided into several sub-image 
blocks and multiple processors can perform the operations on the 
sub-image blocks in parallel to speed up the processing. Therefore, 
multiple vector processor architecture, where t,lle multiple vector pro- 
cessors are running in parallel, is a good solution for image process- 
ing. Our parallel vector processor c0nsist.s of 16 vect,or processing 
units each of which can operate independently or in synchronism 
with the others. Since most image processing can be performed by 
multiple vector processors in parallel fashion, high sustained com- 
putation rates are expected in our UWGSP4. All communications 
between vector processing units are performed through the shared 
memory. 

Since most of the limitations in parallel computing systems arise 
from the memory access and data transfer bandwidth, the shared 
memory and the interconnection network should be designed to max- 
imize data transfer and memory access bandwidth. In UWGSP4, 
the interconnection network between processing unih and memory 
modules of shared memory consists of a 8 x 8 crossbar network con- 
nected to four high-speed buses. A crossbar network is one of the 
best interconnection networks from the viewpoint of bandwidth and 
availability [4]. Since the depth of the crossbar network is four bytes 
for data plus some control signals (a total of 40 bits) and the cycle 
rate of the crossbar network is 40 MHz, the total data transfer rate 
of our crossbar network is 1,280 Mbytes/sec. 

Since 16 vector processing units are connected to the shared mem- 
ory via four high-speed buses, each high-speed bus provides four vec- 
tor processing units with a communication path to shared memory 
by time-sharing. In order to meet the sustained data transfer rate of 
1,280 Mbytes/sec, the high-speed bus runs at a speed of 80 MHz for 
which an ECL (emitter-coupled logic) bus interface is used. 

The shared memory uses a 32-way interleaving scheme in order to 
achieve a 1,280 Mbytes/sec memory access bandwidth with standard 
DRAMS. Vector data or 2-D array data can be accessed with a 
single load or store instruction, so that the maximum incmory access 
bandwidth (1,280 Mbytes/sec) can be sustained. 

The graphics subsystem supports the host interface, the graph- 
ics processing, and an image display. The graphics processing sec- 
tion consists of a parallel-pipelined architecture capable of providing 
a high graphics performance (about 200,000 Gouraud shaded poly- 
gons/sec). The image display section supports 24-bit full color im- 
ages, and double frame buffers are incorporated to support smooth 
animation. The host interface provides a 20 Mbytes/sec data transfer 
rate between UWGSP4 and a host computcr. 

For the implementation of this system, four kinds of ASIC (appli- 
cation specific IC) chips were designed and three diRerent large-size 
multilayer PCB's (printed circuit board) were also designed for par- 
allel vector processor, shared memory and graphics subsystem. One 
of the ASICs serves as the master controller for the vector process- 
ing unit. Two other ASICs were designed for controlling the shared 
memory, and the last ASIC is used in the graphics subsystem. Also, 
in order to increase chip density on the board, many chips in sur- 
face mountable packages will be used, Due to the large board size, 
fast clock, and high chip density, power dist,ribution, clock skew, and 
cooling problcnis were considered and estimated. 

The following sections describe each part in detail. 

3 Parallel Vector Processor 
Figure 2 shows the block diagram of a single vector processing unit 
which is the main computation engine in UWGSP4. The complete 
parallel vector processor consists of 16 such vector processing units 
over two boards as shown in Fig.1. Each vector processing unit 

Fig. 2 Block diagram of a single vector processing unit 

consists of two floating point units (FPUs), a set of scalar and vector 
register files, an application specific integrated circuit (ASIC) for 
control and instruction issue, a pixel formatter unit (PFU) for pixel 
handling, a unified instruction and data cache, and a bus interface 
unit (BIU) for interface to the high-speed bus. 

The BIU provides the signal conversion between the standard 
TTL-level interface for vector processing units and the ECL-level 
interface to the high-speed bus. 

All integer and floating point operations for imaging are per- 
formed by 74ACT8847 CMOS floating point processor chips from 
Texas Instruments. Each vector processing unit has two FPUs which 
operate in an alternating fashion with a 20 MHz two-phase clock. 
Each FPU possesses a full set of arithmetic and logic instructions. 
The arithmetic logic unit (ALU) and the multiplier within the float- 
ing point processor can operate independently or be used simul- 
taneously when performing pipelined multiply-accumulates. The 
pipelined multiply-accumulation provides peak computation perfor- 
mance of 40 MFLOPS for each FPU, so that one vector processing 
unit provides a peak computing rate of 80 MFLOPS. 

The master control ASIC of the vector processing unit fetches and 
interprets instructions, and controls the FPUs so as to execute the 
desired arithmetic and logical operations. It is implemented using a 
20,000 gate CMOS standard-cell custom IC. In particular, this ASIC 
contains vector data addressing hardware which allows the vector 
register file to be accessed with different addressing patterns. The 
vector data addressing hardware permits most imaging algorithms 
(e.g., FFT, convolution, matrix multiplication and addition, and so 
on) to be performed in a single vector operation, so that it is not 
necessary for processor to spend its time for address calculation in 
vector operation. 

Sixty four four-ported 32-bit scalar registers and three 2048-word 
vector register files have been provided for each vector processing 
unit. During scalar execution, the control ASIC manipulates the 
four ports to move data to and from the two FPUs and the data 
cache. Each vector register has two ports for separate read and write. 
UWGSP4 provides high-speed register-to-register vector operations 
as follows: the control ASIC loads two of the vector register files with 
arrays of input operands, and then causes the FPUs to perform the 
desired computations on the arrays to generate a third array, which 
is stored into the third register file. Thus, only two vector register 
files can be loaded from shared memory; the third register file can 
be used to store computed vector results to shared memory. 

For high-speed scalar operation and instruction issue, 8 kbytes 
of instruction and data cache is provided, where each of instruction 
and data caches has 4 kbytes. The placement policies used for the 
instruction and data caches are direct mapping and a modified set- 
associative mapping systems, respectively. 

When image data is stored in the shared memory and displayed 
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on the scrcen, image pixel data usually consists of 8-bit or 16-bit 
iinsigncd iuteger values, whereas most image computation should be 
donc in floating point for computational accuracy. Therefore, con- 
ventional processors need to convert and format image pixel data 
into a form that is suitable for computations, as well as to carry out 
the reverse operations on the computed data before the data is trans- 
ferred to the shared memory. In UWGSP4, this function is carried 
out by a special pixel formatter unit (PFU) which is implemented 
with a field programmable gate array (FPGA). The floating point 
proccssors are not interrupted for pixel formatting and data conver- 
sion bctwccn integer and float,ing point values, so that they can be 
fully utilized for the main computation. This PFU can also transfer 
data stored in the third vector register file to the other register file 
so that the results can be used as source operands. 

For the interprocessor synchronization and cache coherence, a 
combinat,ion of a token-ring scheme in hardware and software test- 
and-set or fetch-and-add operations are provided in the vector pro- 
cessing unit. For example, if a vector processing unit wants to access 
a shared variable from the shared memory, it has to obtain a token 
from the interprocessor Synchronization logic before accessing the 
shared memory. 

4 Shared Memory and Interconnection Net- 
work 

The shared memory and interconnection network supplies data for 
processors with high data bandwidth so that processors can pro- 
vide their maximum performance. Figure 3 shows the block dia- 
gram of the shared memory and crossbar network of UWGSPI. The 
shared memory and interconnection network consist of four high- 
speed buses, four bus interface units (BIUs), eight port controllers 
(PCs), an 8 x 8 x 40-bit crossbar, eight memory controllers (MCs), 
and eight four-way (total 32-way) interleaved memory modules. 

The BIUs interface the high-speed buses to the port controllers; 
each BIU interfaces one high-speed bus to two port controllers. All 
shared niemory components, except the high-speed buses and BIUs, 
operate with a 40 MHz clock cycle, whereas the high-speed buses 
use an 80 MHz clock cycle. Therefore, two port controllers can com- 
municate with one high-speed bus in an alternating fashion without 
any conflict,. The BIUs interface the TTL-level logic in the shared 
memory to the ECL bus. 

The port controllers were designed using 12,000 gate CMOS gate- 
array ASICs. The port controllers translate memory access com- 
mands from the vector processing units into simple commands which 
can be executed by the memory controller, and control the crosspoint 
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switches m conjunction with the memory controllers. The vector pro- 
cessing units can access a scalar data item, a column or row vector, or 
2-D array data with a single command. This command is converted 
by the port controller to one or more commands, each of which is 
sent to a memory controller for row vector accessing. The converted 
commands are sent to the appropriate memory controller sequentially 
through the crossbar network. After a command has been sent to a 
memory controller, data is sent from the vector processing unit to 
the memory controller via the port controller (during a write access), 
or is received from the memory controller and are sent to the vector 
processing unit (during a read access). Eight port controllers per- 
mit a maximum of eight vector processing units to access the shared 
memory simultaneously; every two vector processing units share one 
port controller. The port controller was designed for up to four pro- 
cessors to be connected to it. Most image computing operations such 
as FFT and image convolution are not I/O-bound, but CPU-bound. 
Therefore, 16 vector processing units can efficiently access the shared 
memory without severe conflict in the memory access. 

After a row vector accessing command is transferred from the 
port controller to the memory controller, the memory controller gen- 
erates the physical address of each data word. Each memory con- 
troller controls four interleaved DRAM memory modules, and ac- 
cesses vector data from the memory modules at an access rate of 
160 Mbytes/sec. Also, DRAM refresh is carried out by the memory 
controllers. The memory controller was designed as an 8,000 gate 
CMOS gate-array ASIC. 

An interconnection network between eight port controllers and 
eight memory controllers is provided by an 8 x 8 crossbar network. 
The crossbar network is implemented with discrete Advanced Schot- 
tky TTL transceiver chips controlled by the port controllers add 
memory controllers. This crossbar network is arbitrated by the port 
controllers and memory controllers. 

In order to increase memory bandwidth and to match the rela- 
tively slow memory to the processor speed, a memory interleaving 
scheme has been used [5]. In UWGSP4, 32-way memory interleav- 
ing is used to achieve a 1,280 Mbytes/sec memory bandwidth. All 
memory accesses are 32-bit word-based, but any vector processing 
unit can selectively write to any specific byte within a word by using 
byte mask information sent from the vector processing unit. The 
shared memory provides a maximum memory space of 1 Gbyte (256 
Mwords) . 

5 Graphics Subsystem 

Main functions of the graphics subsystem are to maintain and draw 
the display screen, to generate realistically-shaded three-dimensional 
images from scene descriptions, and to interface with a host com- 
puter. Figure 4 shows the graphics subsystem which consists of 
two independent polygon processing pipelines, four bit-blit interpo- 
lator (BBI) ASICs, a Z-buffer and a double-buffered frame buffer, 
a TMS34020 graphics processor and system controller, an overlay 
buffer, a cursor generator, RAMDACs and a host interface. 

General three-dimensional graphics operations cannot fully uti- 
lize the parallel vector processor since most graphics operations are 
small-size matrix operations (3 x 3 or 4 x 4) or scalar operations. 
Therefore, pipelined architectures were designed for optimum graph- 
ics operations. The front-end graphics processing is performed by 
the two polygon processing pipelines. The operations provided by 
the pipelines include geometric transformation, back-face culling, il- 
lumination, clipp~ng, projection and slope calculation. The polygon 
processing pipelines consist of nine Intel BO860 CPUs operating in 
a parallel-pipelined fashion. One of the nine CPUs, called the head 
processor, communicates with the shared memory to extract the ac- 
tual polygon data by traversing an object hierarchy, and distributes 
polygon processing jobs to the two pipelines. Each pipeline is com- 
posed of four CPUs (corresponding to four pipeline stages) and per- 
forms transformation, lighting, clipping, and span generation. The 

Fig. 3 Block diagram of the shared memory and crossbar network 
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head processor dynamically assigns polygon rendering jobs to each 
pipeline stage t,o balance the load among eight CPUs. The results of 
these operations are fed to four BBI ASICs, where scan convcrsioii 
is performed in conjunction with hidden surface renioval. 

The four ASICs, each of which is a 20,000 gate CMOS standard- 
cell custom IC, are capable of drawing and filling image pixels at the 
rate of 40 million pixels per second. They also control the memory in 
the frame buffer and 2-buffer, and carry out screen refresh functions 
under the supervision of the system controller. Anothcr feature incor- 
porated into the BBI chips is the ability to support a multi-windowed 
display with minimal overhead, based on an extended 2-buffer con- 
cept. The pipelined architecture of the polygon processing pipelines 
and four BBIs is capable of handling over 200,000 100-pixel polygons 
per second with Goiiraud shading. Other special funct,ious provided 
by the BBIs are transparency, antialiasing, and texture iiiapping. 

For realistic animation, UWGSP4 was designed with a double 
frame buffer which consists of two 1280 x 1024 pixcl buffers built, 
using video RAMS (VRAMs), with each pixel being 32 bits deep to 
support 24-bit true color. The other eight bits in the 32 bit,s of franie 
buffer are used for trausparency, antialiasing and alpha blending [GI. 
The 2-buffer, whose size is 1280 x 1024 x 24 bits, is implemented in 
VRAMs as well to signific;lnt,ly speed iip thrce-diiiiciisioii;il renderiug 
algoritlims. 

The system controller of the TMS34020 maintains t,lic host, in- 
terface, acts as a central controller for the UWGSP4 syst,eni, and 
controls the 1280 x 1024 x 8 bit overlay buffer. A 4 Mbyte local 
memory is provided for storing programs and data associated with 
the system controller. The data transfer rate between t,hc host com- 
puter and UWGSP4 through the host interface is 20 Mbytes/sec. 

Among four high-speed buses, the graphics subsystem uses only 
two high-speed buses. One interface with the high-speed bus is used 
to load graphics data from the shared memory to the polygon pro- 
cessing pipelines. The other interface is used to transfer tlie im- 
age data, program, and any control information between the shared 
memory and the host or the graphics subsystem. 

6 Performance Estimation and Conclusions 

Our goal for the UWGSP4 is to achieve a peak imaging performance 
of 1,280 MFLOPS and a graphics rate of 200,000 polygons/sec with 
Gouraud sh;iding, and also t,o support a liigli siist.ailled performallce 
of more t,Iian GO% of t,he peak perfornlalice. 

Init,ial siniulations show t,hat, a 5 x 5 convolution ran be perfornied 

on a 512 x 512 image in under 30 msec. The simulations also predict 
that UWGSP4 will be capable of carrying out a 2-D FFT at rates of 
over 600 MFLOPS, or equivalently, under 33 msec for a 512 x 512 
image. For comparison, these computing rates for 5 x 5 convolutions 
and 2-D FFT are about 10 times and 100 times faster than the 
CMU Warp computer, respectively: a 10-cell Warp can perform a 5 
x 5 convolution in 284 msec and a 2-D FFT in 2.5 sec on 512 x 512 
images [7]. 

Our simulation results for the graphics performance are over 
200,000 2-buffered, Gouraud shaded 100-pixel polygons per second, 
and 250,000 3-D shaded 100-pixel lines per second. Also, some spe- 
cial graphics functions such as texture mapping and transparency 
are provided by the hardware for high speed processing. In compari- 
son, the Silicon Graphics 4D/240GTX system provides about 100,000 
2-buffered, lighted quadrilaterials per second (81 and the Titan Su- 
percomputer can render up to 200,000 Gouraud shaded triangles/sec 

In conclusion, the UWGSP4 is an integrated syst,eni with very 
high coniputat,ional performance for both imaging ailti comput.er 
graphics applicat,ion areas. such as sciehfic visualizatiou. high per- 
formance niilit,ary and medical diagnostic workstations, CAD/CAM, 
realistic animation, and so on. In particular, advanced medical appli- 
cations require high speed image processing such as contrast enhance- 
ment, arithmetic/logical operations, rotation, zoom, window/level, 
image compression/decompression, cine display, and image analysis, 
together with compute-intensive graphics operations such as 3-D re- 
construction and volume rendering. Also, military applications need 
advanced image processing and analysis as well as graphics opera- 
tions such as vector inap handling and terrain modeliiig and 3-D 
display. 

191. 
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