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Abstract 
For clustered configuration of a photolithography toolset, 
operating under a scheduling policy inducing serial proc-
essing, measures of system performance are deduced. 
Queueing models demonstrate that, due to the parallelism 
inherent in the system configuration, the normalized cycle 
time behavior is different than that of the standard single 
server queue. Cluster throughput is evaluated based on 
measures of the frequency and magnitude of events com-
mon in manufacturing operation. It is shown that the maxi-
mum throughput of a serial photolithography cluster tool is 
not influenced by the order in which two classes of lots 
with different wafer processing speeds are processed. 
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I. INTRODUCTION 
Cluster tools are common in the manufacture of semicon-
ductor wafers and consist of a collection of processing 
modules, at which wafers may receive processing, grouped 
into a single chassis. Wafer processing at a cluster tool pro-
ceeds as follows: wafers queue for processing, enter the 
tool, receive processing from one or more of the modules 
within the tool in a prescribed order for prescribed lengths 
of time (dependent upon the wafer) and then exit the clus-
ter tool. When multiple wafers are present in a cluster tool, 
there may be contention for the cluster’s resources. One 
extreme of the class of possible cluster tool configurations 
is the serial processing cluster in which each module pro-
vides distinct processing and each wafer proceeds from one 
module to the next in sequential order. Our special toolset 
of motivation is the photolithography cluster, which is typi-
cally selected as the bottleneck toolset in semiconductor 
manufacturing, is prohibitively expensive to acquire and is 
often operated as a serial processing cluster.  
 
As an increasing number of cluster tools are employed in 
semiconductor fabrication facilities, the need to design, 
control and evaluate the cycle time and throughput per-
formance of such tools increases. There has been interest in 
the characterization of cluster tool throughput performance 
and the development of scheduling algorithms to control 
cluster tools for over a decade. The authors in [1] and [2] 
explore throughput models, [3] conduct analysis of dual 

and single blade robots, and [4], [5], [6] and [7] evaluate  
model features such as redundant chambers, systems of 
cluster tools (with and without reliable chambers), and 
modifications to module process parameters. Among oth-
ers, simulation approaches to performance evaluation have 
been pursued in [8] and [9]. The modeling of cluster tools 
in the context of an entire semiconductor fabrication facil-
ity is considered in [9]. Perhaps the first use of Petri nets to 
study cluster tool performance appears in [10]. In [11] and 
[12], control and performance evaluation via a Petri net 
approach are conducted. Other approaches to the schedul-
ing and control of cluster tools may be found in [13], [14], 
[15] and [16]. The measurement of cluster system behavior 
in a manufacturing environment is discussed in [17] and 
[18].  
 
For elementary models of serial processing cluster tools, 
the following contributions, which have not appeared in the 
literature, are presented: 
• Explicit formulae for the cycle time performance with 

a stochastic wafer arrival process (Theorem 1). 
• Throughput analysis accounting for empty module and 

idle tool events (Theorems 2 and 3). 
• Throughput analysis accounting for wafer processing 

speed diversity (Theorem 4 and Corollary 1). 
 
In Section II, several parameters essential to the results of 
this paper are recalled, for a basic model of a photolitho-
graphy cluster tool as in [1] and [2]. In Section III, queue-
ing models are discussed which enable the evaluation of 
the expected cycle time performance.  In Section IV, the 
throughput of a photolithography cluster tool in the pres-
ence of practical events not explicitly accounted for in our 
queueing models is determined.  Concluding remarks are 
presented in Section V. 

II. SYSTEM DESCRIPTION 
A serial processing photolithography cluster consists of a 
sequence of M processing modules or stations (servers, in 
the queueing parlance), m1, m2, ..., mM, which include the 
processing modules for resist application, pre-expose bak-
ing of the resist, the stepper staging and expose operations 
and post expose baking.  To begin, it is assumed that there 
is only one class of wafer, so that all wafers require the 
same steps and processing durations. The processing time 
(including transport time and load and unload of the wafer) 
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for a wafer in module mj is deterministic with duration ∆j. 
Let ∆ = maxi{∆j} denote the production time of the slowest 
module(s). The effect of a limited number of loading ports 
is not considered.  
 
When there are sufficient wafers in queue and production 
is uninterrupted, independent of the individual module 
processing durations, the rate at which wafers complete 
production is one wafer every ∆ time units. This is because 
∆ is the bottleneck duration within the cluster. Justified by 
the fact that throughput is dictated by the duration ∆ alone, 
the model utilized below simplifies the general model and 
assumes that ∆j = ∆ for all modules mi, i = 1, …, M. 
Throughput evaluation is not influenced by this simplifica-
tion, though minor cycle time deviations may result. 
 
Wafers arrive to the serial processing photolithography 
cluster in lots (batches) consisting of W wafers (W is a 
positive integer) as a Poisson process of rate α. Lots are 
processed in a first come first served fashion (this assump-
tion can be relaxed). Processing begins for a lot when its 
first wafer enters the first module in the photolithography 
cluster. Upon receiving processing for ∆ time units from a 
module mi a wafer next proceeds to module mi+1, unless i = 
M in which case the wafer exits the clustered tool. Wafers 
proceed sequentially through the cluster tool so that once 
the wth wafer receives processing from the first module it 
proceeds into the second stage of processing at m2. At that 
time the w+1th wafer enters module m1 and begins produc-
tion. Figure 1 depicts the M stages of processing and the 
flow of wafers. 

m1 m2 m3 m4 m5

Wafer 1
Wafer 2

Wafer 3

Wafer 4 - 7

 
Figure 1. A five module (M = 5) serial processing cluster 
has three wafers of a seven wafer lot (W = 7) in produc-

tion. 
 
When the last wafer of a lot exits the first module, the first 
wafer of the subsequent lot enters module m1 and begins 
processing, unless the queue is empty in which case mod-
ule m1 remains empty. Processing for a lot is complete 
when its last wafer exits the final module. Hereafter, the 
serial processing nature of the photolithography cluster 
modeled is assumed without mention. 
 
The model detailed here can also incorporate the presence 
of multiple paths for wafers at a given stage of processing 
(multi-path processing) in which, for example, three mod-

ules may be devoted to one (bottleneck) process to increase 
throughput. If there are N modules devoted to a single 
stage of processing requiring δ time units, model the multi-
ple path stage of processing as N modules with δ/Ν time 
units of processing each (which is then replaced with the 
bottleneck processing time ∆, as mentioned above). 
 
The processing time for a lot, denoted as RPT (for raw 
process time) is the time required for the first wafer to trav-
erse all modules plus the time for the remaining (W-1) wa-
fers to exit the tool. Thus,  

∆−+= )1( WMRPT . 
When a sufficient number of lots are queued for process-
ing, and the tool is filled with wafers, a lot will exit the tool 
every W∆ units of time. Similar to [17], the minimum time 
between lot completions (TBLCMIN) from the tool is thus 
W∆. The maximum throughput rate of the tool λMAX in 
wafers per unit time is  

∆
=

∆
=

1
W
W

MAXλ . 

 
The measured throughput (obtained as the number of wa-
fers completed divided by the time that at least one wafer 
of a lot is in the cluster) may not coincide with the maxi-
mum throughput for many reasons. For example, the inabil-
ity or failure to load lots which results in the presence of a 
few empty modules will reduce the measured throughput as 
some portion of the cluster will be in production but it will 
not be fully utilized. Thus, while the tool is in production 
and appears busy, its capacity is not fully utilized. When a 
serial processing tool is fully utilized, [17] defines the 
maximum parallelism as  

WWMTBLCRPT MINMAX /)1(/|| −+== . 
The maximum parallelism is only achieved when the tool is 
fully utilized and represents the mean number of lots that 
are receiving service from the tool. 

III. QUEUEING MODELS 
Using the model described in Section II, one may formalize 
the system as a network of tandem queues with determinis-
tic processing times, a Poisson batch arrival process and 
blocking (the number of wafers in a module may not ex-
ceed one). Application of what [19] refers to as intermedi-
ate queueing theory (essentially the Pollaczek-Khinchin 
formula), enables us to obtain the expected cycle time be-
havior of a cluster tool.  To our knowledge, this is the first 
application of such techniques to this problem. Theorem 1 
provides the result without proof.  
 
For reference, recall that the expected cycle time behavior 
for lots in an M/D/1 queue is given as 

RPTCTE
ρ

ρ
−

−
=

1
2/1][ , 
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where ρ = α/µ is the toolset loading, α is the arrival rate of 
lots, µ is the server process rate (lots per unit time) and 
RPT is the raw processing time of a lot. 
 
Theorem 1: Mean cycle time behavior. The steady state 
expected cycle time E[CT] for lots of W wafers arriving to 
a serial processing photolithography cluster via a Poisson 
arrival process of rate α with the requirement of determi-
nistic processing time ∆ for each wafer at each of the M 
processing modules is  

RPTCTE MAX

ρ
ρ

−
⋅−−

=
1

)]||2/(11[1][ , 

where, ρ = λ(W∆) is the loading on the toolset, ||MAX = 
(W+M-1)/W and RPT = ∆(W+M-1). The steady state ex-
pected percent of time that the cluster is busy (stated as the 
proportion of time that at least one wafer is in production 
in any module) is  

WMe /)1()1(1 −−−− ρρ . 
 
Figure 2 depicts the mean cycle time performance pre-
dicted by the theorem as a function of loading in compari-
son to the M/D/1 queue. Observe that the standard M/D/1 
normalized cycle time performance is inferior to that of the 
serial processing cluster tool. This is a consequence of the 
fact that the queueing of lots to enter the cluster tool de-
pends upon the throughput rate of wafers as opposed to the 
raw process time RPT (which is used for the normaliza-
tion).  
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Figure 2. Cycle time performance for a cluster tool with 

24 modules and 15 wafers per lot. 
 

IV. THROUGHPUT AND WORKLOAD SEQUENCE 
To incorporate events of practical importance such as tool 
interrupts and overheads unaccounted for in the model of 
Section II, the maximum throughput in the presence of 
disturbances is considered. The paper examines three 

classes of disturbances: empty modules, idle tool events 
and bottleneck module speed diversity.  
 
Consider the maximum throughput in the presence of lots 
with different bottleneck module process speeds (i.e., a 
different ∆ possible for each lot). First, assume there are N 
different classes of lots, with a lot consisting of W wafers 
independent of class. To each class i associate the (bottle-
neck) module processing time ∆i (so that lots of different 
classes have different maximum throughput rates). Suppose 
that no module is ever wanting for a wafer (i.e., the tool is 
never short of a supply of lots) and that over a long horizon 
the fraction of lots of class i processed by the tool is given 
as fi (with no fi = 0). An upper bound on the maximum 
throughput, denoted as λMAX, is readily calculated as 

∆
=

∆
=
∑ =

11

1

N

i ii

MAX
f

λ , 

where ∑ =
∆=∆

N

i iif
1

 denotes the mean module process-

ing time. 

IV.1. Empty Modules 
Empty modules can occur for many reasons. Examples 
include the presence of a monitor wafer between product 
lots (so that one or more modules are empty of product) 
and processing interruptions which cause wafers before a 
certain module to temporarily cease movement. Figure 3 
depicts an empty module event. 

m1 m2 m3 m4 m5

First wafer
of second lot

Last wafer
of first lot{Empty

modules

 
Figure 3. An empty module event with tem=2∆. 

 
Consider the system with a single class of lots with wafer 
processing time per module given by ∆. Let fem and tem de-
note the proportion of lots which follow an empty module 
event and the average duration of each empty module 
event, respectively. The duration of an empty module event 
is measured as the time between the completion of the last 
wafer of the previous lot and the exit of the first wafer of 
the subsequent lot from the cluster. Let the duration of each 
empty module event be an integer multiple of ∆ (though the 
average need not be). Assume that at all times at least one 
module is processing a wafer (the case when a tool idles 
completely is covered later). Theorem 2 characterizes the 
throughput in the presence of empty module events. 
 
Theorem 2: Throughput with empty modules. Let λ be 
defined as  
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=λ , 

where the variable D(t) is the number of wafers to have 
completed processing in the time period [0,t). Then 

WtfWtf emememem
MAX /

1
)/(1

1
+∆

=
∆+

= λλ . 

 
In a manufacturing system, the data required to calculate ∆, 
fem and tem are (not necessarily readily) available from the 
logistics data bases, the internal tool data bases and process 
recipe databases. Note that the value of this approach is not 
in calculating the achieved throughput rate (which is more 
readily obtained from wafers out/production time) but 
rather in identification of the impact of the frequency and 
duration of empty module events to the overall throughput.  

IV.2. Idle Tool Events 
An idle tool event occurs every time the entire photo-

lithography cluster tool is idle. When a lot begins process-
ing following an idle event, the toolset must first be filled 
before a single wafer completes processing. Idle tool events 
are sometimes referred to as flush and fill events and can 
occur for reasons such as a lack of product or a tool failure.  
Let the measured throughput λMEA be defined as  

)(
)(lim:

tP
tD

tMEA ∞→
=λ , 

where D(t), as before, is the number of lots to complete 
processing in [0,t) and P(t) is the total time that there is at 
least one wafer in process on the cluster tool in time [0,t). 
Theorem 3 characterizes the throughput with idle tool 
events and Figure 4 depicts specific examples.  
 
Theorem 3: Measured throughput and idle tool events. 
Assume there is a single wafer processing time ∆ and all 
processed lots either begin processing on an idle tool or 
enter processing when the first module initially becomes 
available immediately following the last wafer of the pre-
ceding lot. With λΜΕΑ defined as above, 

)1(||1 −+
=

MAXidle

MAX
MEA f

λλ , 

where fidle is the fraction of lots that begin processing on 
the tool when it is idle and ||MAX = (M+W-1)/W. 
 

IV.3. Bottleneck Module Speed Diversity 
The final event explored is the presence of wafers with 
different bottleneck processing duration requirements. As 
wafers move sequentially through the processing modules 
and only advance when the wafer ahead advances, slower 
moving wafers will decrease the rate at which a wafer with 
a need for less processing may move through the tool. 
Thus, a slow lot preceding a fast one may slow the rate at 
which the fast lot can move through the tool.  

 
To formalize the discussion of bottleneck module speed 
diversity, assume that there can be no more than two lots 
on the tool at a given time (i.e., 1−≥ MW ) and that there 
is a single bottleneck module, denoted as the Bth module, 
which induces the reduced throughput for slower lots. That 
is, the time in a module for all wafers in the cluster is dic-
tated by the wafer processing duration of the lot with a 
wafer in module B. Let ∆i denote the wafer processing time 
required from module B for a lot of class i. Though it is 
assumed that all modules remain full, one can easily allow 
for a default wafer processing time when B is empty. Such 
behavior is quite common in practice as the robot control 
for many serial photolithography cluster tools enforces the 
restriction that all wafers advance at the rate dictated by the 
slowest module in process. Let there be N classes of wa-
fers. 
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Figure 4. Impact of idle tool events when ||MAX=1.8. 
 
Theorem 4: Throughput and workload sequencing of lots 
with diverse bottleneck module speeds. Let fij denote the 
fraction of class i lots that follow class j lots and assume 
that there are no empty module events or idle tool events. 
With λ defined as in Theorem 2,  

∑ ∑= >
−∆−∆

∆
−

+
=

N

i ij jiijij

MAX

ff
W

BM
1

))(()(1

λλ . 

 
Corollary 1: Invariance of throughput to workload se-
quencing. For any lot processing sequence satisfying (fij-fji) 
= 0, the throughput which can be achieved is  

∆
==

1
MAXλλ . 

 
Corollary 1 states that, for example, if one only has two 
classes of lots (with f1 and f2 not equal to 0), the impact of 
diversity is captured in the calculation for the average 
throughput λMAX. There is no additional degradation due to 
the order in which the lots are processed (note that a setup 

47



time when switching between lots of different classes is not 
included). This is because every time there is a fast lot 
slowed by a slow lot in front of it, there must also be a slow 
lot which increases speed when its final wafer passes the 
Bth module and the faster speed of the lot following begins 
to dictate the wafer pace. Note that the formula of Theorem 
4 also gives insight into λ in the presence of idle tool 
events as fij may not equal to fji when idle tool events are 
present.  

IV.4. Example of Method 
Consider a photolithography cluster tool consisting of 
eleven stages of processing, one of which consists of a tri-
ple path module, with each stage requiring 60 seconds of 
processing excepting the triple path module which requires 
150 seconds. To model the system let the number of mod-
ules be thirteen (M=13) - one for each location a wafer may 
reside - and determine the bottleneck throughput rate 
(λMAX), which is the maximum rate at which wafers can 
exit the cluster tool, as ∆ = max(60,150/3) = max(60,50) = 
60 seconds. Let there be fifteen wafers per lot (W=15). For 
this case, ||MAX = (M+W-1)/W = (13+15-1)/15 = 1.8. 
 
If one in five lots arrive to an empty tool (fidle=0.2) due to 
maintenance generated flush and fill events, the maximum 
throughput is reduced by the multiplicative factor 
1/(1+0.2*(1-1.8))=1/1.16=0.862. 
 
If all lots arrive to a fully busy tool but there is a setup as-
sociated with the starting of each lot equal to 6*∆ (corre-
sponding to the need to flush say six modules in the pre-
expose portion of the track due to recipe contention issues), 
this can be modeled as an empty module event. Since all 
lots face these empty modules, fem=1.0 and tem=6*∆=360 
seconds. Thus, the maximum throughput is degraded from 
1/∆ by a multiplicative factor of 1/(1+1.0*360/(60*15)) = 
1/1.4 = 0.714. 
 
Finally, consider a completely filled tool facing two classes 
of lots. Let the bottleneck module correspond to the stepper 
in say module seven, so that B=7. Let ∆1=60 seconds, 
∆2=90 seconds, f12=f21=0.5. Then, by Corollary 4, the 
throughput is λMAX . Had there been idle instances, there 
might have appeared to be a speed loss, but the maximum 
throughput potential of the tool is not degraded unless set-
ups are incurred. In the event of setup losses, one should 
apply Theorem 2. 

V. CONCLUDING REMARKS 
To better understand the cycle time and throughput per-
formance of photolithography cluster tools the paper stud-
ied a model intended to provide us with a background for 
understanding essential performance evaluation concepts 
for photolithography cluster tools. Queueing models en-
abled the deduction of the normalized cycle time perform-
ance as a function of system loading. It was demonstrated 

that the maximum lot parallelism was a natural part of the 
expression for performance.  
 
To incorporate features of practical importance in manufac-
turing, events that detract from the throughput performance 
of serial processing cluster tools were considered. Explicit 
throughput formulae for three classes of events encompass-
ing many issues of practical importance were developed. 
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