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Abstract- In a wireless network packet losses can be 
caused by not only nehvork congestion but also unreliaMe 
erropprone wireless links. Therebre, flow control schemes 
which use packet loss as a congestion measureemnot be directly 
applicable to a wireless network because there is no way to dis- 
tinguish congestion losses from wireless losses In this paper, 
we extend so-called TCP-friendly flow control scheme, which 
was developed for the control of multimedia flows carried over 
UDP in the presence of TCP flows, to a wireless environment 
by using ECN (Explicit Congestion Notification) marking capa- 
bility with RED (Random Early Detection) routers. By early 
detecting congestion, explicitly informing multimedia sources 
ofcongestion using ECN marking and calcvlating TCP-friendly 
ratebasedon ECN-markedpacket probability insteadofpacket 
loss probability, we were able to effectively separate the effect 
of wi re la  losses from Bow conbol and thus prevent tbrough- 
put degradaCon of multimedia flows traveling through wire- 
less links. In addilia4 we refine well-known TCP throughput 
model developed for TCP-friendliness of multimedia flows such 
that the refined model provides more accurate estimate of TCP 
flows' throughput when both ECN marking and RED queue 
management are used. Through simulations we show that the 
proposed scheme indeed improver lhe quality of delivered video 
significantly while maintaining TCP-friendliness for the case of 
wireless MPEG-4 video. 

1. INTRODUCTION 

With rapid growth of emerging demand and deployment 
of wireless infrastructures like IMT-2000 networks and wire- 
less LANs, much of IP traffic including multimedia traffic is 
forced to undergo wireless links. Such a change in network- 
ing environments brin s us a necessity to refine conventional 
flow wntrol schemes f r  not only non-real-time elastic traffic 
but also real-time multimedia traffic such that the schemes 
can cope with unreliable error-prone wireless links. In this 
paper we focus on issues in multimedia flow control with a 
particular emphasis on video transmission over wireless IP 
networks. 

The quality of networked multimedia applications is more 
sensitive to delay and delay jitter than loss which is ex- 
perienced by packets because interruption in playback an- 
noys users more seriously thandegradation of picture qual- 
ity. Therefore, most of multimedia applications use UDP as 
its transport layer protocol because UDP incurs no retrans- 
mission delay and jitter. However, UDP itself provides no 
flow control scheme so that sources cannot ada t its trans- 
mission rate to time-varying available bandwidg which de- 
pends on network loading. Therefore, it is necessary to have 
an application-layer flow control scheme forthe transmission 
of multimedia over UDP. In order to facilitates this necessity, 
the RTF'RTCP protocol [9], which enables measurement and 

This work WBE supported by LG Elecuonicr Lld.,Korea. 

calculation of available network bandwidth, has been intro- 
duced. 

What is the available bandwidth for a multimedia flow? 
The answer to this question seems not clear at first glance 
because underlying TCP flows are flow-controlled so that 
they inherently try to consume most out of available network 
bandwidth. However, from an intc:-flow faimess standpoint, 
one can make a reasonable assumption to this problem that 
multimedia flows must consume the same bandwidth as TCP 
flows at least in a Ion term average sense. This is the key 
idea behind the so-c$d TCP-friendly approach to multi- 
media flow control [I  In the TCP-friendly flow control, 
multimedia flows senddata at the long-term average rate of 
underlying TCP flows, which is estimated based on a TCP 
throughput model. Depending on assumptions, the through- 
g"t of a TCP flow can be modeled in different forms 31 [SI 
ut it 8s basically a function ofpacket loss probability !';and 

round Uip time R of the flow, that is, 

Y = f ( 9 ,  R) ( 1 )  
where Y is the long-tenn average throughput of a TCP flow 
and is decreasing with respect to both PL and R. This equa- 
tion implies that each multimedia source must measure Pr. 
and R along its path in order to send data at the same rate Y 
as TCP flows provided that the throughputhnction ~ ( P L ,  R) 
is known. 

In a wireless network packet losses can be caused hy 
not only network congestion but also unreliable error-prone 
wireless links. Therefore, flow control schemes which use 
packet loss probability PI. as a congestion measure cannot 
he directly applicable to a wireless network because there is 
no way to distinguish congestion losses from wireless losses. 
The same is true for TCP-friendly flow control scheme based 
on the equation (I)  since it uses PL as the congestion mea- 
sure. In order to get around this problem, we modify TCP- 
friendly flow control scheme with the help of ECN (Explicit 
Congestion Notification) marking capability 161 and RED 
(Random Early Detection) queue management scheme [7] 
such that the new scheme uses ECN-marked packet proh- 
ability PM as a congestion measure instead of packet loss 
probability PL. 

Suppose that TCP flows are ECN-capable (we call them 
ECN-TCP flows) and react to ECN-echoed ACKs in the 
same way as they react to dropped packets, halving conges- 
tion window [6]. Then, the Ion term average throughput of 
an ECN-TCP can be expressefiy (1) by substituting PLM 
for PL where PLM denotes the probability that a packet is 
either dropped or ECN-marked. If we further assume that 
RED routers in the network are tuned appropriately such that 
no packet is lost at the routers and ECN-TCP flows do not un- 
dergo wireless links, then the long-term avera e of an ECN- 
TCP can be expressed by ( I )  by substituting b~ for PL be- 
cause no packet is lost and thus the ECN-TCP source will 
see only ECN-echoed ACKs. Therefore, the throughput of 
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an ECN-TCP would be given by f ( P M ,  R) if it experiences 
neither wireless loss nor con estion loss. In this end, if a 
multimedia flow can measureh., as ex erienced by concur- 
rent ECN-TCP flows and its own R anasend data at the rate 
J ( P M , R )  no matter it experiences wireless loss or not, its 
throughput would be as much as that of an ECN-TCP flow 
expenencing no loss and be greater than that of an ECN- 
TCP flow eperiencing loss. In order to enable a multime- 
dia source to measure PM and R, we adopt the RTPRTCP 
protocol and propose both sender and receiver algorithms to 
measure them. 

We also refine well-know Floyd's TCP throughput model 
[4] to take into account the dormant period followed by each 
congestion window reduction in the congestion avoidance 
phase. We show that this dormant period plays a significant 
role as the number of TCP flows multiplexed in a link in- 
creases and the refined model predicts TCP throughput more 
precisely than Floyd's model particularly in such a situation. 

Multimedia packets can he lost in wireless hops. We as- 
sume that there exists a separate link-layer ermr control in 
the wireless link to recover this loss, which is beyond the 
scope ofthis paper. 

11. TCP-FRIENDLY WIRELESS MULTIMEDIA FLOW 
CONTROL : TF-WMFC 

A .  ECN-TCP i7"ghputModel 

Two widcly-used TCP-Reno throu hput model arc Pad- 
hye's model 151 and Floyd's model f4] In fact Padhyc'c 
model I C  a generalization of Floyd's model. taking into ac- 
count the timcouis incurred by consecutive packet losses, 

nor songcstion loss. In this end, we conjecture that i f  a mul- 
timedia Ron cm measure PM as cxperienccd by concurrent 
ECK-TCP flows m d  its own R and send data at the rate 
f ( PI, .  R I  no matter it  expcnencea w ~ r e l ~ s s  loss or not, its 
throughput nould be as much as that of an SCN-TCP flow 
expericncingno lossand begreaterthan that ofan ECN-TCP 
flow expenencing loss. 'I hrough simulation.; in Section 111. 
we show that this conjecture is me. 

In the congestiun avoidance phase ofan  ECN-TCP there 
i s  a dorm3111 penod (whcrc congestion window IS kept con- 
swnt) folloncd by each congestion window reduction a- 
shown tn Fig. I .  Through simulations we found that this dor- 

, ~ -. - 
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Fig. I Typa l  trace ofcungcTrLon uindow an an tCN-TCP 

1113111 period pl3ys a aignificsnt role as the number of ECN- 
TCP flows multiplexed in a link increases and. moreover, the 
Floyd's throughput model(2~ which docs not take this period 
into account exhihits puor pcrformance in such a situation. 
We consider this dormant period in modeling and ubwiii the 
follouing refined model 

and provides a better throughput estimate particularly when 
the TCP flows travel through drop-tail routers. However, 
if the routers are equipped with RED queue management 
scheme, the probability oftimeout occurrencedue to consec- 
utive acket losses falls dramatically OK For this reason, we 
use Fiyd's model given in the helow as the staning pojnt of 
our study, assuming that routers in the network arc equipped 

Tlis refined model predicts ECN-TCP through ut more Fe -  
cisely than the Floyd's model,particul$y as tEe number of 
ECN-TCP flows multiplexed in a link tncreases, as will be 
shown in Section 111 Here we omit the derivation ofthe re- 
fined model due to the limited space. 

~ ~~ 

with ED queue management scheme. 
B. Overview ofECN-Based TF- WMFC 

Fig. 2 shows the overall framework of proposed ECN- 
based TF-WMFC scheme. For the imdcmcntation of the 

K s  Y = J ( 4 , R )  = -. - 
f i R  

(2) 

whcrc )' is the long-term avzroge throughput o fa  TCP-Reno 
!low. PI. and R denote packet loss probahilityand round-mp 
time of the Row rccpcctively, 3 is maximum segment size of 
TCP and h' is a constant resulting from the inodeling. In our 
study wc lei h' = 1 21 assuming penodic loss [4]. 

An ECN-capable, R I D  router,mirks FCN-bit in i,ncoming 
packets' 1P header in a probsbiltstic manner whcn 11 detects 
congestion A i  the same time on tCN-TCP reacts io these 
tCN-marked packets in the same nay it does 10 dropped 
packcts. halving its ctingestion window T h i s  implies that 
the long-term avcrage throughput of an ECN-TCP would bc 
estimated by (2) b) suhstituting P L , ~ ,  for PL where PI,M 
denotes the probability that a packet is either dropped or 
ECN-marked. If n e  suppore that RFD routers in the net- 
work are tuned appropnately such that no packcl IS losl at 
the routers and ECN-I'CP flows do not tTavcl ihruugh wirc- 
less links, then the long-term average ofan ECN-TCP would 
be estimated by f (I'M, R ,  using ECN-marked packet proba- 
bility instead oIPI. because nu packet i s  lost and thus the 
tCN-TCP source will see only tCN-echoed ACKs There- 
fore, n u  concludu that the houghput ufan ECN-TCP would 
be glven by ~ ( P M ,  N i f  i t  experiences neither \\ireless loss 

proposed scheme, we adopt the RTPRTCP protocol. The 
sender estimates PM and R being experienced by its flow 
based on feedback information sent by the receiver and 
then computes the TCP-friendly rate Y using the ECN-TCP 
throughput model (3). On the other hand, the receiver keeps 
monitonng arriving packets, collects information including 
number of packets received and number of ECN-marked 
packets received in a certain time interval and feeds this in- 
formation back to the sender by sending a backward con- 
trol packet called RTCP receiver report. For the estimation 
ofR,  the sender sends the receiver a forward control packet 
called RTCP sender report with stamping its current time on 
it and the receiver returns this timestamp to the sender via 
a RTCP receiver report. One of the key differences between 
ECN-TCP operation and ECN-based TF-WMFC operation is 
that in the former ECN-marked packet is immediately echoed 
hack to the sender via the corresponding ACK whereas in the 
latter the receiver collects the information on total number of 
packets received and total number of ECN-marked packets 
received in a certain interval and feeds this statistics back to 
the sender via a RTCP receiver report. 

Routers in the network are ECN-capable and equipped 
with RED queue management scheme, i.e., the routers mark 
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the ECN bit on incoming packets in the fownrd direction 
wth a certain probabhty depending on the level of c'onges- 
tl"" 

Packets can be compted in the wireless hop due to high 
bit errors as the channel status degrades. For the sake of 
simplicity we assume in this paper that both ECN-marked 
packets and unmarked packets suffer wireless loss with the 
same probability so that the ECN-marked packet robability 
PM remainsnnaffected as packets travel through tRe wireless 
hop. 

Fig. 2. Overview of ECN-based TF-WMFC 

C. Derailed Behavior ofsender and Receiver 

I ) .  Sender Behavior: Upon every epoch of A, the sender 
updates its TCP-friendly rate Y (k) using the following equa- 
tions 

PM(k) = (1 -u)PM(k - 1) +aPM,, ( 5 )  

R(k)  = (1 - B)R(k - 1) +@R8 (6) 
where PM and R. are the latest sample of ECN-marked 
gacketprobability and round-trip time which were obtained 

y the eedback information contained in the latest RTCP re- 
ceiver re ort whereas P M ( ~ )  and R(k)  are the EWMA (Ex- 
r t i a f i y  Wei hted Moving Average) of PM, and R. with 

< a < 1 and% < ,9 < 1. By selecting appropriate values 
for a and 8, one can sufficiently smooth out the instanta- 
neous fluctuation of PM, and R., thereby achieving slowly- 
varying Y(k) which may significantly im rove the receiving 
multimedia quali In our simulation stu& in Section 111, we 
found that a ooychoice for these parameters IS a = 0.01, 
B = 0.05 a n J A  = 0.1 sec. 

On the other hand, upon every arrival of RTCP receiver 
'report, the sender updates PM, and R. as follows. Suppose 
that the sender receives i-th receiver revolt at time t i  and 
R(k), is the latest value of the EWMA df round-trip time at 
the gwe time t i .  

npkt 

Re = (ti - ts) - t d  (8) 
where npkt and nM are the number of packets and the num- 
ber of ECN-marked packets, which anived at the receiverbe- 
tween the generation of (i - 1)-th and i-th receiver reports. 

Recall that these values are fed back to the sender via the i- 
th receiver regprt. The.i-th receiver report also contains t a 
and td .  t ,  is e latest timestamp which was stamped by the 
sender on the latest RTCP sender re oLt and echoed back to 
the sender by the receiver via the i-tt receiver report, and t d 
is the time spent b the receiver between the receipt of the 
sender report and txe generation of the i-th receiver report. 
Thus, the round-trip time sample R. can be calculated by 
subtracting ti - t ,  by td as in (8). 

if we follow the definition of P M ,  the sample PM. must 
be calculated by PM, = E. However, in our calculation 

of PM. in (7), we upper-bound nM by the quantity 
which is interpreted as the number of round-trip times that 
can be contained in the interval between the arrival of (i - 1)- 
th receiver report and the arrival of i-th receiver report. This 
is because in accordance with the ECN-TCP protocol an 
ECN-TCP sender reacts to at most one ECN-marked packet 
in each round-trip time, halving its congestion window, al- 
though the sender may receive multiple ECN-echoed ACKs 
in a single round-trip time. Therefore, if the sender were 
the ECN-TCP sender, the number of congestion window re- 
duction in an interval t i  - ti-, would be less than or equal 
to -. In order to see the same statistics as ECN-TCP 
senders, ECN-based TF-WMFC senders should take into ac- 
count this behavior of ECN-TCP senders. For this reason, 
we upper-boundnM by - in calculating PM, . 

The sender sends the receiver a RTCP sender ort peri- 
odically with an interval T. As discussed, the s e 3 e r  report 
contains the timestamp indicating its generation time. In our 
simulation study in Section 111 we let T = 1.0 sec to mini- 
mize the bandwidth consumed by the sender reports. 

Receiver Behavior: The receiver generates a RTCP 
receiver report periodically with an interval T and sends it 
to the sender. The receiver report generation interval can be 
different from the sender report generation interval but in our 
study we make them equal. 

Upon receipt of a data packet, the receiver increases npkt 
by I and if the packet is ECN-marked, increases n M by 1 as 
well. 

Upon receipt of a sender report, the receiver reads the 
timestamp t. contained in the sender report and stores it until 
a new RTCP receiver report is generated to cany this times- 
tamp to the sender. 

Upon every epoch of T, the receiver sends a receiver re- 
port to the sender. Each receiver report contains information 
including the current n,tt, nM, t, and the time during which 
the receiver stores the timestamp t,, that is, t d .  

ti-ti., 

2). 

3). Inilial Sender Behavior: Initially, the sender is not 
aware of ECN-marked packet probability PM ( k )  and round- 
trip time R ( k ) .  These quantities can be known only after 
transmitting some portion of data to collect statistics. In our 
scheme we introduce a TCP-like rate adjustment scheme for 
the initial ramp-up of transmission rate. 

Suppose that the sender updates R ( k )  based on (6) and 
( 8 )  upon every epoch of A. Until a RTCP receiver report 
containing nonzero n M  arrives, the sender keep updating its 
transmission rate upon every epoch of round-trip time R(k)  
as follows. 

1796 



where R(k)  is the latest round-trip time and is the 

OI 1' :::; 
a I 0.1 sec I/ We,, 

threshold between the multiplicative increase and'the addi- 
tive increase in adjusting the transmission rate Y.  

Upon arrival of a rmriver repon containing nonzero :I A!, 
the initial sender behavior terminates. 

111. SIMULATIOS RESULTS 

In order to evaluate thc performance of the proposed 
TF-WMFC scheme, we implement thc scheme onto the ns 
simulator [8] and ado t both real-time MPEG-4 codec and 
MPEGJ FGS (Ftne-&ained Scalable) codec [ I O ]  as adap- 
tive video application%. The real-time MPEG4 codec IS for 
live video applications where ada live encoding is camed 
out in real time so as to match t ie  output rate of the en- 
coder to the TCP-friendly rate Y (k). In conrmst, the MPEG- 
4 FtiS codec is for stored video application$ where a video 
is pre-encoded into two layers (base layer and enhancement 
layer) such that the output rate can be controllcd by sclec- 
tively sending enhancement-layer data. 

A. Accuracy ofECN-TCP Throughput Model 

First, we examine the accuracy of refined ECN-TCP 
throu put model (3) as compared to that of Floyd's model 
(2) w t n  ECN-marked packet probability PM is used a3 !he 
congestion measure, Consider 3 wircdnetwork scenario with 
a single boltleneck link in Fig. 3 where all ECN-TCP flows 
share the 2Oms-longlink androutenareequipped wtth ECN. 
capable RED queue management scheme. The number of 
ECN-TCP flows and the bottleneck band\ndth are varied re- 
spectively from 8 to 128 and from 32 Mbps to 128 Mbps. We 
set packet size to be 1,000 bytes. We change the RED param- 

L L ' I . T i S  L C I  TI s 

sec 
10;: bytes 
64k bytes 

Fig. 3. A wired network rcnrafio for the SNdy of refined ECN-TCP model 

eters according to the bottleneck bandwidth, say C [Mbps], 
as similarly in [7] (see Table I). 

minth 5C 16 mazp 
more? 50C516 W. 

yueueJIZe 4OOC/16 

1.0 
0.002 

TABLE I, 
RED para"ter~ used m simulations 

Fig. 4 shows the ECN-TCP throughput predicted by both 
refined model and Floyd's model as normalized by the aver- 
age of ECN-TCP flows' actual throughput. For the through- 
put prediction, we measure P, as seen by the ECN-TCP 
source and apply this probability to the equations (3) and (2). 
The refined model significantly outperforms Floyd's model 
in predicting aclual throughput of ECN-TCP flows particu- 
larly as the number of ECN-TCP flows multiplexed increases 

and/or the bottleneck bandwidth decreases. This is because 
the dormant period followed by each congestion window re- 
duction plays a significant role in determining throughput of 
ECN-TCP and our model takes this effect into account. 

Fig. 4. Accuracy of ECN-TCP throughput models 

Next we study the same wired network scenario as in Fig. 
3 but we add ECN-based TF-WMFC flows to ECN-TCP 
flows with the ratio of the number of ECN-based TF-WMFC 
flows to that of ECN-TCP flows being I .  Then, we con- 
trol the TF-WMFC flows as proposed in previous section and 
see bow the share the bottleneck bandwidth with concurrent 
ECN-TCP Jaws. For the simulation of TF-WMFC flows, we 
set the parameters as in Table 11. 

TABLE I1 
TF-WMFC parameten urd in simulations 

Fig. 5 shows the average throughput of ECN-based TF- 
WMFC flows as normalized by the average throughput of 
ECN-TCP flows, When the proposed TF-WMFC scheme 
wes the refined throughput model, the normalized average 
throughput of TF-WMFC flows remains between 0.9 to 1.2, 
which implies that TF-WMFC flows equally share the boltle- 
neck bandwidth with ECN-TCP flows, i.e., TF-WMFC flows 
are ECN-TCP friendly. In contrast, if the TF-WMFC scheme 
uses the Floyd's model, the performance degrades parttcu- 
larly as the number of ECN-TCP flows multiplexed increases 
and/or the bottleneck bandwidth decreases. 

B. Performance oJTF- WMFC over Areless Hop 
In the previous subsection we showed that the throughput 

of wired TF-WMFC flows is almost equal to that of wired 
ECN-TCP flows in a long-term average sense. In this subsec- 
tion we show that the throughput of TF-WMFC flows does 
not depend on whether or not they travel through a wireless 
hop suffering wireless loss. By combining these two results, 
we will then conclude that the throughput of a TF-WMFC 
flow would be as much as that of a wired ECN-TCP flow, no 
matter it experiences wireless loss or not. 
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0 TFWMFC " 1 4  M".l nad., 
0 TF-WMFCulinp ravananl 

Fig. 5. Avera e through ut ofTF-WMFC flows (normalized by the average 
thraughput JECN-TCB ROWS) 

In contrast, if a multimedia flow is controlled by the 
so-called loss-bared TFRC (TCP Friendly Rate Control) 
scheme in [ I ]  or its variants, it is quite obvious that 
its throughput would significantly degrade when it travels 
through a wireless hop because the TFRC scheme reacts to 
wireless loss, reducin its sending rate 

In order to quanti& this throughput din'erence between 
ECN-bascd 'IF-WMFC tluus and loss-based TFRC Row,, 
wc also implement a variant ofTFRC scheme where P'(k) 
and R(k) &e known to the sender using the RTPiRTCP pro- 
tocol and the sender calculates the TCP-friendlv rate bv sub 
smuting P r ( k )  for Pn,(k) in the equatiun (4) Throughout 
the paper we call this scheme as the loss-bascd T t  KC scheme 
for the cake of con\ enience, although several variants ;an cx- 
ist depending on detailed implementation. 

Consider the simulation scenario in Fig. 6 where 4 wired 
ECN-based TF-WMFC flows, 4 wireless ECN-based TF- 
WMFC flows and 8 ECN-TCP flows share the 2Oms-long, 
16 Mbps bottleneck link. We assume that packets are lost 
in the wireless hop according to the Bernoulli trials with a 
certain loss probability. 

Fig. 6 .  A network scenario for the study of TF-WMFC over wireless hop 

In Fig. 7 we plot the individual and the average throughput 
of wireless TF-WMFC flows with respect to increasing wire- 
less loss probability, as normalized by the average through- 
put of wired TF-WMFC flows. The normalized throughput 
of wireless TF-WMFC flows sta s in the vicinity of I irre- 
spective of wireless loss probabitty, which implies that the 
throughput ofwireless TF-WMFC flows is not only indepen- 
dent of wireless loss probability but also almost equal to that 
of wired TF-WMFC flows and consequently that of wired 

ECN-TCP flows. 

; .I . '>.,*. ....... . . . . . .  1 
i.. ........ 

c.. ..... 
...... .... i ...... i 

= I 0.. "& 
...... 

0 3  0 0.m 0.m am OM 
p r u - m - w . l m u l q l  

Fig. 7.  Throughput ofwirslsrr multimedia flows under E C N - b a d  TF- 
WMFC scheme and loss-bared TFRC scheme 

For comparison, we replace 8 ECN-based TF-WMFC 
flows by 8 loss-based TFRC flows correspondingly and sim- 
ulate the same networkscenario. In Fig. 7 we also plot the in- 
dividual and the average throughput of wireless TFRC flows 
with respect to increasing wireless loss probability, as nor- 
malized by the average throughput of wired TFRC flows. In 
contrast to the TF-WMFC case, the normalized throughput 
of wireless TFRC flows drastically falls down as the wire- 
less loss probability increases, whch clearly shows that the 
ECN-based TF-WMFC scheme is superior to the loss-based 
TFRC scheme in the wireless environment. 

In Fig. 8 we also compare the throughput traces of wire- 
less and wired multimedia flows. Under the ECN-based TF- 
WMFC scheme.the throughput of a wireless flow agrees with 
that of a wired flow (see Fig. 8 (b)) whereas under the loss- 
based TFRC scheme the throughput of a wireless flow is 
much lower than that of a wired flow (see Fig. 8 (a)). 

m 
c 

I 
1 0  150 YIO 

nm.(_) 

(I) ECN-based IF-WMFC scheme 

Fig. S. Throughput traces of wireless and wired multimedia Raws 
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C. wireless MPEG-4 Kdeo over TF- WMFC 

In this subsection we quantify the improvement on video 
quality that can be achieved b the proposed ECN-based TF- 
WMFC scheme when the vidko is delivered over a wireless 
link. The comparison is made with the loss-based TFRC 
scheme. We consider both real-time MPEG-4 codec and 
MPEG-4 FGS codec which are the most popular video com- 
pression techniques today particularly for wireless adaptive 
video applications. The real-time MPEG-4 codec is for live 
video applications whereas the MPEG-4 FFS codec is for 
stored video applications. 

Consider the same simulation scenario shown in Fig. 6 
with the packet loss probability at the wireless hop being 
10%. First, we experiment with live video transmission 
under both ECN-based TF-WMFC and loss-based TFRC 
schemes respectively. The Terminofor-2 QCIF video se- 
quence is used as the test sequenceandencodedon-lineusing 
the real-time MPEG-4 encoder. Fig. 9 shows the PSNR trace 
and a sample frame of the test video decoded at the receiver. 
We found that the ECN-based TF-WMFC scheme signifi- 
cantly outperforms the loss-based TFRC scheme, improvin 
the PSNR by 5.0dE on average. Next, we experiment w i f  

P 

(3) Lossbased TFRC 

Fig. 9. Quality ofreal-time MPEG-4 video over wireless 

stored video transmission under both schemes respectively. 
The Srefun QCIF video sequence is pre-encoded off-line by 
the MPEG-4 FGS encoder, stored at the stream DB and re- 
trieved on-line by the FGS server at the given TCP-friendly 
rate for transmission. Fig. 10 shows the PSNR trace and a 
sample frame ofthe test video decoded at the receiver. Again, 
the ECN-based TF-WMFC scheme significantly outperforms 
the loss-based TFRC scheme, improving the PSNR by 8 . 7 B  
on average. 

(c) E C N - b e d  IF-WMFC 

1V. CONCLUSION 

The conmbuiiun of this paper I> WO folds. First, 
refine the uell-known Floyd's TCP throu hput mudcl hy 
Liking intu accounl the dormant period fr$lowed by each 
congestion window reduction in the congestion a\odance 

(b) Lasrbascd TFRC (e)  ECN-bassd TI-WMFC 

Fig. I O .  Quality of MPEG4 FGS video over wireless 

phase. We show that this refined model predicts the long- 
term average throughput of a TCP flow more precisely than 
Floyd's model, thereby serving as a good basis for TCP- 
friendly multimedia flow control. Second, in order to avoid 
the throughput degradation of a multimedia flow due to wire- 
less loss, we ro ose an ECN-based TCP-friendly flow con- 
trol scheme &alyed ECN-based TF-WMFC) where instead 
of packet loss, ECN-marked packet is used as a congestion 
indicator and the TCP-friendly rate is computed using the re- 
fined TCP throughput model. We show that the long-term 
average throughput of a TF-WMFC flaw is always equal to 
that of concurrent wired ECN-TCP flows no matter it experi- 
ences wireless loss or not. Through simulation experiments 
with MPEG-4 video, we demonstrate that the ECN-based 
TF-WMFC scheme significantly improves the quality of de- 
livered video in a wireless environment, compared with the 
conventional loss-based TCP-hendly flow control scheme. 
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