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Glass-based microchannel chips were fabricated using photolithographic technology, and Pt

thin-film microelectrodes, as coplanar impedance sensors, were integrated on them. Longitudinal

design parameters, such as interelectrode spacing and electrode width, of coplanar impedance

sensors were changed to determine AC frequency characteristics as design parameters. Through

developing total impedance equations and modeling equivalent circuits, the dominant

components in each frequency region were illustrated for coplanar impedance sensors and the

measured results were compared with fitted values. As the ionic concentration increased, the value

of the frequency-independent region decreased and cut-off frequencies increased. As the

interelectrode spacing increased, cut-off frequencies decreased and total impedance increased.

However, the width of each frequency-independent region was similar. As the electrode area

increased, flow decreased but fhigh was fixed. We think that the decrease in RSol dominated over the

influence of other components, which resulted in heightening flow and fhigh. The interelectrode

spacing is a more significant parameter than the electrode area in the frequency characteristics of

coplanar sensors. The deviation of experimentally obtained results from theoretically predicted

values may result from the fringing effect of coplanar electrode structure and parasitic capacitance

due to dielectric substrates. We suggest the guidelines of dominant components for sensing as

design parameters.

1. Introduction

In the last decade, there has been a tremendous development in

the field of miniaturization of chemical and biochemical sensor

devices. Also, the concept of a ‘‘Micro Total Analysis System’’

(mTAS), where attempts are made to completely integrate

(bio)chemical systems on silicon or glass substrates, has been

envisioned as a new concept for analytical devices,1 because it

is expected that miniaturization will improve the speed and

reliability of the measurements and will dramatically reduce

the sample volume and the system costs.

The detection method most commonly used for a micro-

fluidic platform is laser induced fluorescence (LIF) providing

exquisite sensitivity with detection limits approaching the

single molecule level.2–4 LIF also requires analytes that either

show intrinsic fluorescence or can be readily associated with

labeling chromophores. However, this detection provides high

sensitivity and is well characterized and developed. But it is not

suitable for use with portable equipment and especially for use

with the new generation of microscale analysis systems. In

regard to overall miniaturization, a lot of work is currently

focusing on electrochemical methods, such as voltametry,

amperometry, and potentiometry.5–9 The attractive feature of

electrochemical detection includes the simple instrumentation

required to carry out detection and the favorable sensitivity

and limits of detection it offers. Because the electrical signal is

directly converted into the electronic domain via simple

electrodes, the overall system can be more compact and the

goal of miniaturization can be driven further. However, for

amperometric detection, the target material must be intrinsi-

cally electroactive, or if it is not, an electroactive species must

be appended to the target molecules. For voltametric detec-

tion, the use of the three-electrode structure in a potentiostatic

setup overcomes the problems of reference degeneration. For

potentiometric detection, the problem of integrating a stable

and reliable reference system remains the main obstacle.

Although the conductivity sensor has a lack of intrinsic

selectivity, the simplicity of the sensor and the absence of

problems in integrating the reference system make the sensor

more attractive than others.

Over the past few decades, there have been considerable

attempts in biosensors based on the impedimetric detection of

biomolecules (e.g. specific ions, DNA, proteins, cells, plasma

membranes, DNA hybridization, antigen–antibody recogni-

tion, bacteria viability, cell attachment, etc.).10–28 Electrical

impedance-based sensors rely on the impedance change

produced by the measured quantity in a material including

conductivity and dielectric constant or in the geometry of a

circuit related to cell constant, and thus the change can be used

for the sensing mechanism of biological species. However,

most of the impedance sensors have not been fully integrated

on a single device. The common design of impedance sensors is

thin metal rod or wires as electrodes, immersed in a flow-

through cell. Even microfabricated sensors are immersed in a

vessel containing fluids or have a separate fluidic system, or
*kairduck@kaist.ac.kr (Jongin Hong)
dsyoon@kist.re.kr (Dae Sung Yoon)

PAPER www.rsc.org/loc | Lab on a Chip

270 | Lab Chip, 2005, 5, 270–279 This journal is � The Royal Society of Chemistry 2005

D
ow

nl
oa

de
d 

on
 1

9 
A

pr
il 

20
11

Pu
bl

is
he

d 
on

 1
0 

Ja
nu

ar
y 

20
05

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/B

41
03

25
D

View Online

http://dx.doi.org/10.1039/b410325d


the samples are dropped over an open reservoir on the sensors.

Recently, these sensors have been implemented on the

microchip format, but the sensing mechanism is just limited

to the change of conductivity.19,21,23–28 Also, few studies have

been reported on the design rule of impedance-based bio-

sensors in microfluidic platforms. This article describes the

coplanar impedance biosensors provided for electrochemical

impedance measurements of a sample placed in a micro-

fabricated glass capillary. In particular, we discuss the

alternating current (AC) frequency characteristics of these

sensors as parameters for sensor design, such as interelectrode

spacing and electrode area. We suggest the design rule as

sensing mechanisms.

2. Materials and methods

2.1. Device design and fabrication

Fig. 1(a) shows the layout of the glass devices studied, which

consisted of a capillary channel and coplanar impedance

sensors. Coplanar electrodes can be easily patterned at very

small dimensions yielding miniaturized, reproducible, and

ultimately low cost devices. However, if a two-dimensional

planar structure is used, the fringing effect due to non-uniform

field distribution is not neglected.29 It is exclusively dependent

on the electrode configuration. A schematic diagram of

rectangular planar electrodes on the glass device is shown in

Fig. 1(b). The direction in parallel with the electric field or

current lines is termed longitudinal (x-axis), and that

perpendicular to the electric field or current lines is termed

transversal (y-axis). Design parameters are as follows: the

interelectrode spacing D, the electrode width W, a maximum

length in the longitudinal direction LL, a maximum length in

the transversal direction LT. In a design situation, particularly

for the miniaturization of sensors, the application imposes

dimensional constraints on the device that has to be realized.

The primary design constraint on this device is the longitudinal

dimension, such as D and W. However, the transversal

dimension, LT is fixed as 100 mm due to the dimension of a

microchannel. Several combinations of microelectrodes are

designed as the variation of the longitudinal dimension, D (20,

100, and 500 mm) and W (20, 100, and 500 mm). From the

experimental sets, we investigate the dependence of the AC

frequency characteristics on design parameters in coplanar

electrolytic impedance sensors.

Fig. 2 illustrates the microfabrication process using standard

photolithographic technologies.30,31 Fabrication of the glass-

based microchannel was as follows (Fig. 2(a)). Initially, the

Corning 7740 Pyrex glass (Corning Co., New York, USA)

wafer was cleaned with piranha solution (H2SO4 (%):H2O2

(%) 5 3:1) for 10 min. It was then rinsed in deionized (DI)

water and blown dry with nitrogen gas. The poly-silicon

(200 nm) as etching mask for hydrofluoric acid (HF) etching

was deposited on wafers using a low pressure chemical

vapor deposition (LPCVD). Before photoresist (PR) coating,

hexamethlysilane (HMDS) was used to improve PR adhesion.

The wafer was coated with the AZ4620 PR (Clariant, Muttenz,

Switzerland) using a spin coater at 4000 rpm for 40 s and then

baked on a hot plate at 95 uC for 2 min. The UV lithography

was processed using a mask aligner (EV620, Electronic

Visions, Schaerding, Austria) with an exposure dose of

180 mJ cm22 for 12 s. PR development was accomplished in

70 s by immersing the exposed substrate into a developer

solution (AZ300MF, Clariant, Muttenz, Switzerland). The

resulting PR patterns were then hard-baked in an oven at

110 uC for 1 h to harden the unexposed PR. The pattern was

transferred into the poly-silicon using CF4 radio frequency

(RF) plasma in reactive ion etching (RIE). After PR removal

with acetone, the channel structures are etched into the glass

using 49% HF solution. The polysilicon layer was removed in

the mixture of etchants (HNO3:DI:HF 5 100:40:3). The

resulting depth and width of the microchannel were 29.5 mm

and 100 mm, respectively. Holes for sample inlets, outlets, and

Fig. 1 Schematic diagram of a glass-based microchannel chip with

coplanar impedance sensors: (a) layout of a glass device and (b)

rectangular planar electrodes

Fig. 2 Process flow for (a) microchannel etching and (b) microelec-

trode patterning.
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electrode contacts were drilled using sand blast methods (Fuel

Cell Powers Co., Korea).

The lift-off sequence for coplanar impedance sensors was as

follows (Fig. 2(b)). The image reversal process was performed

to generate an undercut profile for lift-off. The glass wafer was

coated with AZ1512 PR (Clariant, Muttenz, Switzerland) and

then soft-baked on a hot plate at 95 uC for 2 min. The PR layer

was exposed using EV620, and the wafer was baked on a hot

plate at 110 uC for 3 min. Then the patterned photoresist layer

was developed in a developer solution. The Pt electrodes were

fabricated by first sputtering 20 nm of Ti as the adhesion layer,

followed by 200 nm of Pt (Inostech Co., Korea). The wafer

was then immersed in acetone (99.99%) to lift off the metal

around the electrodes and rinsed in distilled H2O. If necessary,

ultrasonication was used to accelerate the process. Finally,

both microchannel and impedance sensor wafers were fusion-

bonded at 550 uC for 30 min (BNP Co., Korea). Perfect sealing

of the microchannels was observed (not shown in the figure),

although electrodes protruding from one surface might

interfere with glass-to-glass bonding. We sawed the finished

wafer into an individual chip using an automatic dicing

system.

2.2. Reagents and detection apparatus

The deionized water was provided from Promega Co. with

0.06 mS cm21 of conductivity. The 1 6 TE buffer solution

from the Bioneer Co. was composed of 10 mM of Tris-HCl

and 1 mM of ethylenediaminetetraacetic acid (EDTA). The TE

buffer solution is usually used for capillary electrophoresis.

Samples, such as 0.1 6 TE and 1 6 TE, were prepared by the

dilution of the 10 6 TE buffer with the deionized water (DW).

All solutions were filtered and degassed prior to use.

The impedance measurements were carried out using a

Solartron 1260 frequency response analyzer (FRA) coupled to

a 1296 dielectric interface (Solartron Analytical, Hamphire,

UK). The Solartron 1260 was connected to an IEEE 488 GPIB

interface on the personal computer. The 1296 dielectric

interface enhances the capabilities of the 1260 FRA to cope

with ultra low current at less than 100 mA and capacitance

levels at less than 1 pF. This combination can make impedance

measurements, which exceed 100 TV. Also, the sample was

screened to keep out the interference using a Faraday cage

made in-house. The FRA can measure both the absolute value

of impedance and phase shift with sweeping the frequency

between 1 Hz and 10 MHz with a 0.1 V (amplitude) voltage

excitation. Specially developed Impedance software (Solartron

Analytical, Hamphire, UK) was used to perform impedance

measurements, and then the impedance data transferred to

the Z-Plot/Z-View software package (Scribner Associates,

Southern Pines, NC, USA). We can design equivalent circuit

models to match physical characteristics of the measured cell

using the Z-View, and determined the values which best fit our

data based on a model we designed. When fitting, Z-View

alters the values of the components and attempts to find the

values which best fit your data. The type of data weighting is

‘Calc-Modulus’, which can give a better fit because each data

points weight is normalized by its magnitude in covering a

wide range of impedances. An alternate goodness of fit value is

the weighted sum of squares (WSS) of the differences between

the measured and calculated data, and this is particularly

useful when comparing the WSS of fit of two different models

to a single data set. The WSS becomes zero when the

calculated data matches the experimental data exactly.

3. Results and discussion

3.1. Theoretical approach

A. Equivalent circuit models. Equivalent circuits are widely

used to explain experimental impedance data in an equivalent

manner, that is, they exhibit identical impedance for all

frequencies. From the appropriate equivalent circuits, we can

estimate the values of the circuit parameters, which reflect the

carrier transport and the reaction in the electrolyte–electrode

interface.

The current flowing between two electrodes is represented

by the solution resistance, RSol. If two electrodes of equal area

S (m2) are placed in parallel at a perpendicular distance D (m)

from each other, the solution resistance RSol (V), measured by

driving the electrodes with an AC voltage v (V) and measuring

the resulting current i (A), is related to the solution resistivity

rSol (V m) by the equation

RSol~
v

i
~rSol

D

S
(1)

Besides the RSol, a parasitic resistance, RPara, is present in

series with the sensor. This resulted from the resistance in the

connecting cable, the bonding wires connected to the bond-

pads of the sensor and mainly Pt thin-film electrodes.

Direct capacitive coupling between electrodes is represented

by the cell capacitance, CCell. The value of CCell is determined

by the dielectric constant of the electrolyte and the geometry of

the electrodes. Generally, the equation of capacitance between

two electrodes of a parallel plate capacitor is expressed as:

CCell~ere0
S

D
(2)

where e0 is the permittivity of free space, and has the value

8.854 6 10212 F m21. er is the relative dielectric constant of

the medium between two electrodes. Additionally, a metal

electrode in contact with an electrolyte possesses a natural

charge density due to an excess or a deficiency of electrons at

electrode–electrolyte interface. Charged particles from the

electrolyte accumulate on the electrode in order to maintain

electrical neutrality. This accumulation of ions forms an

electrical double layer. The electrical double-layer consists of

an adsorbed fixed layer, which is independent of electrolytic

concentration, and a diffusive mobile layer, which is dependent

of it.19,32–34 This electrostatic phenomenon is electrically

represented by a double-layer capacitance, CDL. The total

capacitance of the double-layer (CDL) is made up of that due

to the adsorption layer (CAds) and that due to the diffusive

layer (CDiff), and these capacitances are connected in series:

1

CDL
~

1

CAds
z

1

CDiff

(3)

If the electrolyte is very dilute, CAds & CDiff and CDL # CDiff.

On the other hand, when the solution is very concentrated,
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CAds % CDiff and CDL # CAds.
19,21,32–34 CAds is independent of

the ionic concentration, while CDiff is a function of the ionic

concentration.

From the consideration of possible electrical components

mentioned above, equivalent circuits are modeled and

shown in Fig. 3. The difference between two models is the

component at the electrolyte–electrode interface: a CDL in

model I and a constant phase element (CPE) in model II.

Actual systems show that the phase difference can be anywhere

between 0u and 90u while still remaining constant over

frequency. Thus, a better model for the interfacial response

to AC signals is the CPE, which is given by an empirical

formula:35,36

ZCPE 5 T (jv)2P (4)

where T and P are parameters that depend on the properties of

the electrolytes and of the electrodes. T is the inverse of the

capacitance only when P 5 1. The equation assumes that

the phase between voltage and current is constant. When the

experimentally obtained results are fitted by commercially

available software (Garmy, Scribner, Solartron, etc.), much

better fit results can be obtained with CPE in comparison with

the fit results obtained using the pure capacitor. The main

problem in the use of commercially available software with

CPE is the fact that capacity, obtained by the fitting pro-

cedure, does not have the dimension of capacity, i.e., [F cm22],

or [V21 cm22 s], but its dimension is given in [V21 cm22 sa]

where a is the exponent in the equation for the CPE. The

fit results using model II (WSS , 0.1) were much better

than that using model I (WSS , 5), so the CPE at the

electrolyte–electrode interface was suitable to understand

real systems. Therefore, we think that model I can be

meaningful for developing the impedance equations because

of the simplification of real systems, and model II can be

useful for the phenomenological interpretation of real systems.

B. Frequency characteristics. Based on the impedance

equation of the model I circuit shown in Fig. 3(a), the total

impedance can be expressed as a function of the known values

of the components and the frequency:19

Z jvð Þ~2RParaz
x

jvCCellxz1
, x~RSolz

2

jvCDL
(5)

At lower frequencies the impedance will be dominated by the

CDL until the impedance of this capacitor becomes lower than

the RSol. Then the sensor impedance becomes frequency

independent. The low cut-off frequency can be expressed as

eqn. (6), and is a function of the solution resistance and the

double layer capacitance.

flow&
1

2p 2RParaCCellzRParaCDLz 1
2

RSolCDL

� �&
1

RSolCDL
(6)

However, at a certain frequency the impedance of the CCell

becomes lower than the RSol. Then the impedance will decrease

with an increase in frequency. The high cut-off frequency can

be expressed as eqn. (7), and is a function of the solution

resistance and the cell capacitance.

fhigh&
1

2pRSol
CDLCCell

CDLz2CCell

&
1

RSolCCell
(7)

A schematic diagram of total impedance is shown in Fig. 4.

There are three regions in the impedance spectrum, which

correspond to the three types of components in equivalent

circuit. The frequency-dependent property of these regions can

be interpreted using the equivalent circuit mentioned above.

As shown in Fig. 3, there are two parallel branches (CCell and

CDL (or CPE) + RSol + CDL (or CPE)). When the frequency is

not sufficiently higher than fhigh, the current cannot pass

through the dielectric capacitor. That is, the capacitor is

inactive, and just acts as an open circuit. Only the double layer

capacitance and solution resistance in series are taken into

account for the total impedance. Although both CDL and RSol

contribute to the total impedance below fhigh, each of them

dominates at different frequencies. The CDL becomes essen-

tially resistive at the frequency lower than flow, and it offers a

main contribution to the total impedance value. The impe-

dance increases with the decrease in the frequency (double

layer region). However, above flow, double layer capacitance

offers no impedance. Because the only solution resistance

contributes to the impedance, the total impedance is indepen-

dent of the frequency (solution resistance region). When the

Fig. 3 Equivalent circuits to interpret impedance–frequency plots: (a)

model I and (b) model II.

Fig. 4 Schematic diagram of total impedance–frequency plots

divided into dominant components.
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frequency is higher than fhigh, the current passes through the

dielectric capacitor instead of the electrolyte solution resis-

tance. That is, the branch (CDL + RSol + CDL) is inactive, and

the branch (CCell) is active. In this region, the dielectric

capacitance of the medium dominates the total impedance, and

the double layer capacitance and medium resistance can be

ignored. Thus, the total impedance value is inversely propor-

tional to the frequency.

C. Cell constant. The cell constant, which depends on the

geometry of the sensor, has been well developed using the

theory of conformal transformations.29,37 With this method

each particular curve or shape on the real-world (x, y) plane is

converted into a corresponding curve or shape on the (u, v)

plane. The assumption is that the solution in the rectangular

region (homogeneous medium) is given by a uniform distribu-

tion. The resistive cell constant per unit transversal length is

defined as the proportionality factor between the measured

resistance and the resistivity, while the capacitive cell constant

per unit transversal length is done as the proportionality factor

between the measured capacitance and the dielectric constant

(Fig. 5).

KR
Cell~

RSol

r
LT~

2K kð Þ
K 0 kð Þ (8)

KC
Cell~

CCell

e0erLT
~

K 0 kð Þ
2K kð Þ (9)

where the modulus k is related to the electrode lay-out, K(k) is

the complete integral of the complete integral of the first kind,

and K9(k) is the complete integral of the first kind taken in the

complementary modulus k9.

k~
D

Dz2W
(10)

K kð Þ~
ð1

0

dt
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1{t2ð Þ 1{k2t2ð Þ

p (11)

K 0 kð Þ~K k0ð Þ k0~
ffiffiffiffiffiffiffiffiffiffiffiffi
1{k2
p

(12)

Both resistive and capacitive cell constants as a function of

D and W were calculated using DATAPLOT2 software

(National Institute of Standards and Technology). The

measured cell constant was calculated based on the high-

frequency value of RSol and CCell. We compared the

measured values with the theoretically obtained ones as design

parameters.

3.2. Experiments and analysis

A. Electrolytic concentration. Fig. 6 shows Bode plots of

total impedance against frequency for various TE buffers,

where D and W are 100 mm and 20 mm, respectively. Values of

CCell and RSol were extracted from fitting in the high-frequency

region, and then they were fixed when fitting using model II in

all range of frequencies. The fitting results are summarized in

Table 1. As the ionic concentration increased, RSol decreased

markedly but CCell and CPE-T increased. The impedance

sensors showed the linearity at the measuring frequency-

independent region (not shown in figure). If the sensitivity is

defined as the ratio of solution resistivity (V m) to solution

resistance (V), it was about 60 (m21) in this sensor. Having

CPE-P close to 1.0 for all samples indicates that the interface is

mostly capacitive, with small parallel resistive component. We

observed the horizontal resistive behavior, which was inde-

pendent of frequency, and the points called cut-off frequencies,

which deviate from the horizontal plateau. As the ionic

concentration increased, the value of plateau decreased and the

cut-off frequencies increased. These are related to the decrease

Fig. 5 Basic conformal transformation used to map semi-infinite half-plane into bonded rectangular region.

Fig. 6 Bode plots of total impedance against frequency for various

TE buffers (D 5 100 mm and W 5 20 mm).
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in RSol resulting from an increase in electrolyte conductivity.

Because the decrease in RSol dominates over the influence of

the increase in CDL and CCell on the cut-off frequencies, both

flow and fhigh are heightened. Thus, the theoretical expectations

correspond reasonably well with the experimental results of

coplanar impedance sensors.

B. Interelectrode spacing. Because the transversal dimension

of coplanar impedance sensors is restricted by the width

of microchannel, their frequency characteristics must be

evaluated as longitudinal constraints for the optimal sensor

design. Fig. 7 shows Bode plots of total impedance against

frequency as the variation in the interelectrode spacing. We

observed that, as the spacing increased, the cut-off frequencies

decreased but total impedance increased. The frequency-

independent region was not changed as the spacing so much.

Fitting results, CCell and RSol, as a function of interelectrode

spacing (W 5 20 mm) are summarized in Table 2. As the

interelectrode spacing increased, RSol increased but CCell

decreased slightly. RSol was more dependent on the change

of the spacing than CCell. To evaluate the capacitive com-

ponent at the solution–electrode interface, we extracted data of

capacitive magnitude at 10 Hz and phase using the simulation

of CPE component. They are summarized in Table 3. The

magnitude decreased slightly with an increase in the spacing.

From the data of phase angle, the element at the interface can

be represented as a leaky capacitor. The increase in RSol

resulted from the decrease in both low and high cut-off

frequencies. Analogously, the change of RSol overwhelmed

that of the capacitive components, such as CCell and CDL.

The comparisons between the experimentally obtained cell

constants and the theoretically predicted values are given in

Fig. 8. Theoretically, as the interelectrode distance increases,

the resistive cell constant increases but the capacitive one

decreases. We observed that the steep rise of measured resistive

cell constants with the increase in D. Although the difference

between measured and predicted ones in capacitive cell

constant was similar, large deviation from the theoretical line

was observed.

C. Electrode area. Fig. 9 shows Bode plots of total

impedance against frequency as the variation in the electrode

Table 1 Parameters for the circuit elements evaluated by fitting the impedance data using model II (D 5 100 mm, W 5 20 mm)

CCell/pF RSol/MV CPE-T/pF CPE-P WSS

Air 0.295 ¡ 0.005 10220

DW 0.355 ¡ 0.007 21.0 ¡ 0.624 591 ¡ 25.2 0.845 ¡ 0.010 0.0645
0.1 6 TE 0.361 ¡ 0.010 3.08 ¡ 0.067 865 ¡ 22.7 0.849 ¡ 0.005 0.0611
1 6 TE 0.403 ¡ 0.027 0.412 ¡ 0.010 938 ¡ 24.0 0.879 ¡ 0.004 0.0437

Fig. 7 Bode plots of total impedance against frequency as the

variation in the interelectrode spacing (W 5 20 mm).

Table 2 Parameters for the circuit elements evaluated by fitting the
impedance data using model II (D 5 variable, W 5 20 mm)

(D,W) CCell/pF in air CCell/pF in DW RSol/MV in DW

(20,20) 0.311 ¡ 0.005 0.413 ¡ 0.009 5.43 ¡ 0.115
(100,20) 0.295 ¡ 0.007 0.355 ¡ 0.007 21.0 ¡ 0.624
(500,20) 0.288 ¡ 0.004 0.342 ¡ 0.006 90.2 ¡ 2.37

Table 3 Capacitance magnitude at 10 Hz and phase angle extracted
by the simulation of CPE component (D 5 variable, W 5 20 mm)

(D,W) CInt/nF CChar /F m22 Phase angle

(20,20) 0.510 ¡ 0.023 0.255 ¡ 0.011 64.91 ¡ 0.82
(100,20) 0.320 ¡ 0.014 0.160 ¡ 0.007 76.03 ¡ 1.33
(500,20) 0.275 ¡ 0.016 0.138 ¡ 0.008 75.09 ¡ 1.39
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width. As the electrode area increased, both fhigh and total

impedance were not changed so much but flow decreased

significantly. Table 4 lists in fitting results, CCell and RSol,

as a function of electrode width (D 5 100 mm). As the

electrode area increased, CCell increased slightly, but RSol was

not changed so much. Table 5 lists in the extracted data

of capacitance magnitude and phase angle from CPE

component as the variation in electrode width. The magnitude

increased with the increase in electrode area. But we also

observed the decrease in phase angle. We think that the

change in flow should result from the increase in CDL.

Therefore, we confirmed that the shift of cut-off frequencies

observed above should accord with theoretical considerations

in section 3.1.

Fig. 10 shows the comparisons between measured cell

constants and theoretically obtained values. Theoretically, as

the electrode width increases, the resistive cell constant

decreases but the capacitive one increases. We observed

that the measured resistive cell constants were not changed

with the increase in W. Although the capacitive ones showed

a similar manner, a large deviation from the theoretical

curve existed.

Fig. 8 Comparisons between the experimentally obtained cell con-

stants and the theoretically predicted values as the change of

interelectrode spacing: (a) resistive cell constant and (b) capacitive cell

constant.

Fig. 9 Bode plots of total impedance against frequency as the

variation in the electrode width (D 5 100 mm)

Table 4 Parameters for the circuit elements evaluated by fitting the
impedance data using model II (D 5 100 mm, W 5 variable)

(D,W) CCell/pF in Air CCell/pF in DW RSol/MV in DW

(100,20) 0.295 ¡ 0.007 0.355 ¡ 0.007 21.0 ¡ 0.624
(100,100) 0.316 ¡ 0.004 0.381 ¡ 0.006 21.5 ¡ 0.559
(100,500) 0.339 ¡ 0.004 0.403 ¡ 0.005 20.9 ¡ 0.351

Table 5 Capacitance magnitude at 10 Hz and phase angle extracted
by the simulation of CPE component (D 5 100 mm, W 5 variable)

(D,W) C/nF CChar/F m22 Phase angle

(100,20) 0.320 ¡ 0.014 0.160 ¡ 0.007 76.02 ¡ 0.89
(100,100) 1.222 ¡ 0.117 0.122 ¡ 0.012 55.20 ¡ 2.10
(100,500) 1.522 ¡ 0.104 0.030 ¡ 0.021 45.40 ¡ 1.64
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D. Sources of deviation. We assumed a uniform current-line

distribution between electrodes to calculate the cell constants

simply. In the real situation, however, considerable spreading

of the current lines occurs, and it is called the fringing effect. If

a coplanar structure is used, the fringing effect is even more

explicitly present. It is exclusively dependent on the electrode

configuration and can therefore be calculated from the

electrode geometry. Fig. 11 shows the steady-state results of

conduction simulation of coplanar sensors placed into a

microchannel using dedicated finite element programs. The

color map indicates the electric field calculated from the

electric potential. We can predict that the sensing field is

converged on inner parts of sensors from this simulaton. We

infer that the fringing effect between coplanar impedance

sensors can be the factor to elucidate the disagreement between

predictions and observed results in the resistive cell constant.

Also, we speculate that the nano-scale side of coplanar sensors

due to the film thickness cannot be ignored. Therefore, we can

predict that the resistive cell constant increases steeply with an

increase in D and it is not changed with an increase in W.

However, the capacitance between coplanar electrodes

varies from the resistance in some points. The coplanar

electrodes are embedded in Pyrex glass and the only small area

of electrodes contacts with solutions for sensing. Thus, the

dielectric constant of Pyrex glass cannot be ignored in

determining the cell capacitance. The capacitance of coplanar

strips embedded in multilayer iso/anisotropic dielectrics have

been studied in the field of MIC, electrooptic modulator and

surface acoustic-wave application.38 To inquire further will

lead us into the specialized area of transmission lines and

coplanar strips, and takes us beyond the scope of this article.

Briefly, the effect of the dielectric constant of Pyrex glass

was investigated as follows. The capacitive coupling between

coplanar electrodes can be approximated by the following

formula for two parallel strip conductors on a dielectric

substrate with a finite thickness:39

C~
pe0eeff LT

ln
pD

Wzt
z1

� �� � (13)

where t is the vertical distance to the ground plate. The

effective dielectric constant, eeff, is approximately e1r if D & t

or eeff # (e1r + e2r)/2 if D # t (in this study, e1r is 78.2 of

water and e2r is 4.6 of Pyrex 7740 glass). The capacitance of

coplanar structure is plotted in Fig. 12 as a function of D for a

fixed value of W. Superimposed on this graph is the variation

of capacitance as a function of W for a fixed value of D. CCell

Fig. 10 Comparisons between the experimentally obtained cell

constants and the theoretically predicted values with change of

electrode width: (a) resistive cell constant and (b) capacitive cell

constant.

Fig. 11 Steady-state results of electric field calculated from the

electric potential.

Fig. 12 Capacitance of coplanar structure as a function of inter-

electrode spacing (straight line) and electrode width (dashed line).
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decreases with an increase in D, and it increases with an

increase in W. The deviation of measured data from the

theoretical curves results from the assumption made in

eqn. (13), the infinite thickness of media 1 (water in this

study) since the water is filled in a microchannel with width

100 mm and depth 30 mm. The parasitic capacitance due to the

electrodes embedded in Pyrex glass is added to the capacitance

of the sensing part.

We will shift the emphasis away from high-frequency values

(RSol and CCell) to interfacial capacitance as design parameters.

We considered the impedance of the platinum thin-film

electrode being in contact with an electrolyte such as CPE.

Considerable effort has been made to understand the origin of

the CPE in electrochemistry.40–44 Possible causes of the CPE

are known to be of geometric origin: surface inhomogeneity

and surface irregularity. The surface irregularity gives rise to

the electrolytic resistive distribution, while the surface inho-

mogeneity brings about the capacitive distribution. An

irregular and porous electrode geometry causes current density

inhomogeneities and thus yields deviations from ideal capaci-

tive behavior. But the surface inhomogeneity (interfacial

capacitance inhomogeneity) results from a non-uniform sur-

face charge density on the rough electrodes. Not only the

difference in value but also the distribution of the capacitance

are the important factors influencing capacitive distribution.

At the same electrode area, a capacitance per unit area (CChar)

correlated inversely with phase angle as the variation of the

interelectrode spacing. On the contrary, at the same spacing,

CChar correlated directly with the phase angle as that of the

electrode area. We speculate that the former results from the

surface inhomogeneity while the latter results from the surface

irregularity. That is, the interelectrode spacing is related to the

surface inhomogeneity, and the electrode area is related to the

surface irregularity in this study.

3.3. Design rule of coplanar impedance sensors

From the frequency characteristics of coplanar impedance

sensors (Fig. 4), three types of components (CDL, RSol and

CCell) can be used as the signal generation for sensing

biomolecules. At present, these sensors have been implanted

on the microchip format, but the sensing mechanism is just

limited to the change of conductivity related to RSol.

Furthermore, few researchers were concerned about the

correlation between design parameters and frequency behavior

in coplanar impedance sensors.

A. Interfacial capacitance (CDL (or CPE)). The interfacial

capacitance (of the level nF to mF) can be used as a sensing

mechanism combined with specific surface reactions. When

target DNA hybridizes to oligonucleotide probes or when

antibodies bind to antigens, the change in electric properties

results in a change of impedance, enabling the measurement of

direct electrical signal, such as magnitude and phase angle. The

surface modification may be accompanied to improve the

sensitivity and selectivity (i.e. an antigen–antibody layer is

the order of 10–100 nm and a probe–DNA binding is up to

200 nm). The interfacial capacitance is the electric property in

the low-frequency region, and so the low cut-off frequency will

be increased to enlarge the range of working frequencies. The

increase in a low cut-off frequency results from the decrease in

interelectrode spacing and electrode width. However, the

decrease in electrode area may result in the decrease in the

magnitude of interfacial capacitance. The interdigitated

electrode arrays will be needed to amplify the signal since the

multiplication of the area of individual electrodes increases the

total capacitance.

B. Solution resistance (RSol). The change in electrolyte

conductivity is commonly adopted as the sensing mechanism

of on-chip based coplanar impedance sensors. Normally, the

electrolyte conductivity detection is a non-specific measure-

ment method except when combined with capillary electro-

phoresis where specific ions are separated prior to the

detection. In this conductivity detection, it is important that

the frequency band between the low and high cut-off

frequencies should be as large as possible. The width of

frequency band can be expressed as:

Band width~ log
fhigh

flow

&
CDL

CCell

(14)

The increase in electrode area will result in the increase in the

width of frequency band. The interelectrode spacing, which is

related to capacitive cell constant, has an influence on the

frequency band. But the electrode area is a more sensitive

parameter than the interelectrode distance in coplanar

impedance sensors. On the other hand, the sensitivity of

detection (amount of ionic charge detectable) is related to the

resistive cell constant. To increase the sensitivity of detection in

this conductivity mode, the resistive cell constant, which was

sensitive to the interelectrode distance, must be increased.

However, the submicron electrode gap and size will not be

suitable to improve the sensitivity of the coplanar impedance

sensors.

C. Cell capacitance (CCell). The change in dielectric constant

of the solution can be used as a sensing mechanism although

the working frequency is high. The coplanar electrodes are

usually embedded in dielectric substrates (e.g. glass, quartz and

polymer) and the only small area of electrodes contacts with

biomolecule solutions for sensing. The parasitic capacitance

due to dielectric substrates cannot be ignored. Thus, the

parasitic capacitance must be reduced to enhance the

sensitivity. Theoretically, the capacitance of coplanar strips is

sensitive to the change of interelectrode distance compared

with electrode width. Moreover, because total capacitance is

a level of pF in microscale, this detection using the change

of dielectric constant will have the limitation of sensing

biomolecules.

4. Concluding remarks

Glass-based microchannel chips were fabricated using photo-

lithographic technology, and Pt thin-film microelectrodes, as

coplanar impedance sensors, were integrated on them.

Longitudinal design parameters, such as interelectrode spacing

and electrode width, of coplanar impedance sensors were

changed to determine AC frequency characteristics as design
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parameters. Through developing total impedance equations

and modeling equivalent circuits, the dominant components in

each frequency region were illustrated for coplanar impedance

sensors and measured results were compared with fitted values.

As the ionic concentration increased, the value of frequency-

independent region decreased and cut-off frequencies

increased. As the interelectrode spacing increased, cut-off

frequencies decreased and total impedance increased.

However, the width of each frequency-independent region

was similar. As the electrode area increased, flow decreased but

fhigh was fixed. We think that the decrease in RSol dominated

over the influence of other components, which resulted in

heightening flow and fhigh. The interelectrode spacing is a more

significant parameter than the electrode area in the frequency

characteristics of coplanar sensors. The cell constant depen-

dent on the geometry of the sensor was developed, and we

compared the theoretically predicted values with the experi-

mentally obtained results. The deviation of experimentally

obtained results from theoretically predicted values may result

from the fringing effect of coplanar electrode structure and

parasitic capacitance due to dielectric substrates. We suggest

the guidelines of dominant components, such as CDL, RSol and

CCell, for sensing as design parameters.
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