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1. INTRODUCTION 
 

Sound direction estimation is to estimate the direction 
of sound source using the measurements of the acoustic 
signals by a set of microphones. A robot operating in a 
household environment should detect various sound 
events and take notice of them to achieve robust 
recognition and interaction with user. Therefore, sound 
direction estimation is one of the most critical building 
blocks in robot technology. In the last few decades, 
many different algorithms for sound direction 
estimation have been developed. Most of them depend 
on inter-channel time difference or inter-channel level 
difference. However, when inter-channel differences 
obtained from two output signals are used, only 1-D 
localization is possible because there are many source 
points in 3-D space sharing the same inter-channel 
differences, and this set of points is often called the 
cone of confusion [1]. That is, inter-channel differences 
provide the information for the perception of sounds 
originating from the horizontal plane, which includes 
both microphones. Thus, many localization methods 
rely on an array of more than two microphones to 
estimate azimuth and elevation angles of sound source 
[2-3]. Several methods based on the integration of 
vision and audio information have also been developed 
[4-5]. However, those methods require additional 
imaging systems and signal processing algorithms. 

Human beings, however, can perceive the sound 
direction and distinguish whether a sound is coming 
from front or rear, above or below with only two ears. It 
has been discovered that human auditory system mainly 
relies on the primary sound cues, which include 
interaural time difference (ITD), interaural level 
difference (ILD), and spectral modification due to the 

complex shape of pinna folds, to perceive the sound 
direction [1,6-7]. These sound cues are contained in 
head-related transfer function (HRTF), which is an 
acoustic transfer function from a sound source to a 
listener’s eardrum [8]. It is known that interaural 
differences mainly contribute to the lateral perception 
and spectral modification do to the front-back 
discrimination and the vertical perception [9-10]. Shaw 
and Teranishi described that the spectral features like 
peaks and notches in HRTFs are entailed by the 
direction dependent acoustic filtering due to the pinna 
[11-13]. Among the many structures in pinna, the 
concha is mainly responsible to the vertical perception 
and the front-back discrimination [10,14]. Hebrank and 
Wright hypothesized that reflections from the posterior 
wall of the concha alone may be responsible for the 
observed notch in the median plane, and they proposed 
a simple reflection model to derive the spectral notches 
[6]. Lopez-Poveda and Meddis proposed a 
diffraction/reflection model of the concha wall to derive 
the notch frequencies for elevated sources on vertical 
planes, and they reproduced the spectral notches more 
accurately [15]. 

If an artificial robot ear, which can provides proper 
sound cues as human pinna do, is designed, it is 
expected that sound direction in 3-D space can be 
estimated from two output signals only. In our previous 
study, an artificial ear having a similar shape to the 
human concha was designed, and HRTFs were 
measured in an anechoic chamber with respect to the 
change of source position in 3-D space [16]. Distinctive 
spectral features varying according to sound direction 
were shown in the measured HRTFs. The spectral 
features, however, were distributed at higher frequency 
band than voice frequency band. The main sound source 
is human voice signals, thus the spectral features should 
be distinctive across voice frequency band. Thus, this 
paper addresses new designs of artificial ear and shows 
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that spectral features of the new design are distinctive 
across voice frequency band. Sound direction estimation 
method is also proposed, and the feasibility and the 
estimation performance of the design and method are 
verified from an experiment carried out in a real 
environment. 

 
2. ARTIFICIAL EAR DESIGN AND ITF 

MEASUREMENT 
 
2.1 Ear design 
 

An artificial ear for robots mimicking the human 
concha was designed, and mock-ups of the artificial ear 
and the robot head were manufactured as depicted in 
Fig. 1.  
 

 
 

Fig. 1 Designed ear and microphone positions. 
 
The basic assumption guiding our design is that the 
direction-dependent spectral features are closely related 
with the distance from a meatus entrance to a posterior 
wall of concha. Especially, the spectral notch is caused 
by cancellation between the direct wave reaching the 
meatus entrance and the reflected wave from the concha 
posterior wall. This assumption was verified by the 
previous studies [6,15-16]. Thus, we designed a 
spiral-shaped artificial ear so as to vary the distance 
from a microphone to a concha posterior wall according 
to the sound direction.  
 
2.2 Microphone positions 
 

When two microphones are placed at symmetric 
positions in the head as like human’s left and right ears, 
interaural differences for the median sources are 
vanished and spectral modifications of two ear outputs 
are the same. However, robot should detect the 
elevation angle of a sound source even in the median 
plane. The bilateral asymmetry of ear shape and/or 
microphone position can alleviate this problem. Thus, in 
this study, we consider four microphone positions at 
each ear. In Fig. 1, A, B, C, and D indicate the 
microphone positions, and R (L) indicates the right 
(left) ear.  

 
2.3 ITF measurement  

The input signal is unknown in many practical 

situations. Therefore, the interaural transfer function 
(ITF) fusing the two output signal characteristics is a 
useful and practical cue for sound direction estimation 
because ITF contains all information about ITD, ILD, 
and spectral modifications. An H1 or H2 estimator can 
be used to obtain the ITF from the measured two output 
signals [17]. The ITF can also be written as the ratio of 
the HRTFs at the two ears as 
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where H is the empirical HRTF. The ITF at each 
frequency (f) varies with the azimuth and elevation 
angles and includes information regarding interaural 
differences and spectral modification. 

To investigate the distribution of spectral features, 
interaural transfer functions (ITFs) were measured in an 
anechoic chamber as depicted in the left figure of Fig. 2. 
The artificial ear was mounted on the head and 
microphones (B&K Type 4130) were located in the 
artificial ear. A white noise with a bandwidth covering 
the frequency range from 200Hz to 5000 kHz was used 
as the general input to speaker. This input signal 
together with the resulting output signal from the 
microphone were each collected for a sampling duration 
of 1.5 second at a sampling rate of 16 kHz. HRTFs for 
357 source positions in 3-D space were measured in the 
vertical-polar coordinates as depict in the right figure of 
Fig. 2. And then, ITFs were obtained by eq. (1). 
 

 
 

Fig. 2 HRTFs measurement setup (left) and 
vertical-polar coordinates (right). 

 
The log magnitude of median ITFs in voice frequency 
band are shown in Fig. 3. The description marked at the 
top of each panel indicates the combination of ear 
positions with bilateral asymmetry. For example, the 
description “BR/CL” indicates that the signals measured 
at right B and left C positions are considered as output 
and input for the ITF estimation, respectively. The first 
panel in Fig. 3 shows the distinctive spectral features 
whose center frequencies vary according to the change 
of sound direction in the frontal region where the 
elevation of source is from -30° to 90°. Especially, the 
spectral features move monotonically with respect to the 
varying of the elevation angle of a sound source, and 
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this can be interpreted as the distance from a 
microphone to a concha posterior wall varies 
monotonically with change of the elevation angle. The 
spectral features, however, disappear in the rear region 
where the elevation is from 90° to 210° because the 
microphone is hidden by the concha wall and the 
reflection from the concha wall is not occurred. The 
results for other combinations, which are shown in the 
second and third panels, are similar with those in the 
first panel. These characteristics are almost the same as 
those in the human HRTFs or ITFs [7]. Therefore, these 
spectral features provide effective cue for the elevation 
estimation and the font-back discrimination. Thus, if we 
build the database containing the spectral features in 
ITF obtained in an anechoic chamber, then the sound 
direction can be estimated by comparing the spectral 
features in the database with those in the ITF obtained 
from the measured two output signals.  
 

 
 

Fig. 3 The log magnitude of median ITFs for different 
combination of the bilateral asymmetry microphone 

positions in voice frequency band. 

3. ESTIMATION METHOD 
 

In this research, we use the ITD and the log 
magnitude of ITF to estimate sound direction from the 
two measure output signals only. ITD is obtained from 
the Generalized Cross-Correlation method (GCC) [18]. 
Especially, we use the phase transform (PHAT) which 
is one of the most successful formulations of GCC. ITF 
is obtained from H1 estimator. However, the obtained 
ITF in a real environment has many microscopic 
fluctuations because the output signals are contaminated 
by noises such as measurement noise, reflections from 
furniture and walls. Thus, these microscopic 
fluctuations should be removed to extract the essential 
spectral features. We smoothed the ITF by the Gaussian 
filter as 

1

1

( ) ( ) ( ),
n

e e
n n

M k M k n G n
=−

= +∑          (2) 

where k and n indicate discrete frequency. Me(k) is the 
log magnitude of ITF, and G(n) is a Gaussian filter 
defined as 
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n1 in eq. (2) and σ in eq. (3) are parameters to determine 
the filter. An example of the smoothing process is 
shown in Fig. 4.  
 

 
 

Fig. 4 Before and after smoothing of ITF by Gaussian 
filter. 

 
Then, the correlations between the smoothed ITF and 
ones in the database, which were constructed in an 
anechoic chamber, are computed in the interest 
frequency band. The sound direction is determined by 
finding the ITF in database that maximizes the 
correlation. To reduce the computation load, the only 
ITF data sharing the same ITD with the measured one 
by the PHAT are used for computation of correlation. 
These estimation procedures are summarized in Fig. 5.  
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Fig. 5 Flow chart for sound direction estimation. 
 

As shown in Fig. 3, the direction-dependent spectral 
features are not shown in the rear region. Thus, the 
proposed ear design has limitation that the elevation of 
rear source cannot be estimated. However, the 
front-back discrimination can be achieved because the 
difference between ITFs of the frontal source and rear 
source is distinctive. Therefore, in this research, sound 
direction is estimated for the frontal sources and the 
front-back discrimination is carried out for the rear 
sources only. 
 

4. EXPERIMENT 
 

In a real environment, the output signals can be 
contaminated by noises. Therefore, the measured ITF 
from two measured output signals can be inaccurate, 
and the spectral features can be distorted by noises. 
Thus, to investigate the feasibility and the estimation 
performance of the proposed ear design and estimation 
method, an experiment is carried out in a real 
environment. Two microphones were placed at the left 
B and the right C positions in Fig. 1. The size of room 
was 7 m × 7 m × 3 m. Background noise level of the 
room is approximately 55 dB (A-weighted SPL) and 
SNR is 20 dB. A male speech signal lasting 
approximately 0.8 sec was collected in an anechoic 
chamber, and this was presented by a horn driver 

speaker in a real room. The distance from the head 
center to the speaker was set to be 1 m. The azimuth 
angle of speaker varied from -180° to 180° with 30° 
intervals and the elevation angle varied from -30° to 30° 
with 15° intervals. 10 tests were conducted at each 
source position. To represent the estimation 
performance, we used two indexes, the rate of 
front-back discrimination and the estimation error which 
is defined by the angle (0° ~ 180°) between the unit 
vectors corresponding to the actual source direction and 
the estimated source direction. As mentioned in section 
3, the front-back discrimination was carried out for the 
rear sources whereas both the front-back discrimination 
and the direction estimation were carried out for the 
frontal sources. On all the tests, the rate of front-back 
discrimination was 99.6% and 73.7% for the frontal 
sources and the rear sources, respectively. That is, the 
frontal sources can be estimated that they is placed in 
the front region with almost perfect accuracy, however 
the rear sources can be misestimated as the frontal 
sources with the rate of 26%. Mean of the estimation 
errors at each source position in the frontal region is 
summarized in Table 1. Note that the error increases as 
the source leans toward one ear (θ=±90°). The reason 
why the performance degrades for these sources is that 
the scattering and diffraction effects for a hidden ear due 
to the head are most dominant. Thus, the power of true 
output signal is low and SNR is degraded. Although 
there exist several positions where the error is large, 
sound direction can be estimated with 15.32° of error on 
average. 
 
Table 1 Direction estimation errors for the frontal 
sources. 

 
 

5. SUMMARY AND CONCLUDIONS  
We proposed a design of an artificial ear, which 

mimics the human concha, for robots to estimate the 
sound direction from measured two output signals only. 
The estimation method is based on ITD and spectral 
features in ITF. We used the bilateral asymmetry of the 
ear positions to enhance the estimation performance 
even in the median plane. We confirmed that the 
spectral features in ITF were distinctive in voice 
frequency band from the measurement of ITF in an 
anechoic chamber. An experiment was carried out in a 
real room to investigate the feasibility and the 
estimation performance of the proposed ear design and 
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the estimation method. In the experiment, we confirmed 
that both the front-back discrimination and the sound 
direction estimation can be achieved with reasonable 
errors. Thus, we expect that robots with the proposed 
artificial ear can find the direction of user from two 
output signals only.  
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