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GANPU: An On-Device Training
Processor for Generative Adversarial
Networks
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This research is regarding an energy-efficient Al processor for generative adversarial networks (GAN),
targeting inference and training of the models on mobile platforms. GANs are highly praised for their
ability to generative new data, but they not only require larger number of computations, but also
consist of multiple networks, making it difficult to optimize the hardware architecture. This research
proposed a reconfigurable processor architecture to efficiently handle multi-network and a method to
accelerate sparse convolution. It achieved 4.8 times higher energy-efficiency compared to the previous

state-of-the-art, enabling on-device Al on performance-limited and battery-limited mobile devices.

Generative Adversarial Networks (GAN) can generate and recreate new images, so they are used in a wide
range of applications, from image style transfer to synthetic voice generation. Deepfakes, which have
become a big social issue by synthesizing other people's faces on top of the existing videos, is also a GAN-
based technique. GANs can be used in various applications of mobile devices where a lot of video and
photo contents are produced as well as consumed. Therefore, they have attracted great attention not only
from academia but also from industry.

However, GANs have complex algorithmic architectures, incorporating multiple Deep Neural Networks
(DNN) to be trained in a single model. Moreover, each individual DNN in a GAN have different
characteristics, making it difficult to optimize the accelerator architecture. In addition, GANs require more
computations than conventional Al models to generate high-resolution images due to the high video
fidelity requirement of the recent displays and image sensors. Therefore, until this research, mobile devices
were regarded unsuitable to implement GANs on due to limited speed and power. Moreover, there are
even greater limitations to realize on-device training for advanced GAN operations.

Most of the previous DNN accelerators only supported inference. Although a few DNN training accelerators
have been introduced, they only supported a single DNN. In this research, we proposed the world’s first
low-power GANPU (Generative Adversarial Networks Processor Unit) capable of not only inference but also
training on mobile devices and supporting multi-DNN workloads such as GANs.

More specifically, adaptive spatio-temporal workload multiplexing (ASTM) is proposed for versatile
accelerator architecture which can be rearranged based on variable multi-DNN workloads. ASTM enables
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efficient allocation of limited resources such as external memory bandwidth and computational resources.
Also, there are lots of zeros in the data due to the nonlinear function of the DNN. By designing a processor
architecture that skips input-output activation sparsity, the speed and energy efficiency in the inference
and training are maximized. The proposed architecture achieved a 28.53x throughput increase when
input-output activation sparsity is 90%.

The GANPU with the above technology achieved 4.8 times higher energy efficiency than the previous state-
of-the-art training accelerator. Additionally, a face modification system built based on GANPU has been
implemented and demonstrated. The application allows users to directly modify face images taken from a
tablet camera by adjusting facial features such as hair, glasses, and eyebrows.

(Demonstration Video - https://www.youtube.com/watch?v=HnNWsggkEUO)

3. Expected effects GANPU is the first silicon implemented DNN accelerator which support both inference and training of
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multi-DNNs on a single chip. Through its high energy efficiency, it enables the implementation of GANs on
mobile devices, which can perform new applications of Al such as face modification, voice generation, and
video synthesis. In addition, the proposed Al chip preserves privacy by eliminating the need for sending
user-specific data to datacenter through improving the Al model’s performance on-device. The proposed
research can be the stepping stone of opening up a new era of creative Al on user’s edge devices.

Figure 1. Demo System with GANPU Figure 2. Chip Photo
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