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1. Introduction

Multichannel sound reproduction has received a great deal of attention as a dual concept of
active noise control since early 1990s. While multichannel 3-D sound system requires complex
hardware, it has better performance than the binaural sound system [1]. An inverse filter matrix of
acoustic transfer function matrix from multiple loudspeakers to control points surrounding the
ears of a listener is necessary to reproduce virtual sound field around the listener.

There are two approaches designing the inverse filters of 3-D sound system. One is the design
method in the frequency domain, with which it is easy to obtain the optimal solution and to
analyze the solution theoretically, even though the stability of the 3-D sound rendering system
may not be guaranteed [2]. The other is the time domain approach, which guarantees the stable
and causal solution by approximating the inverse filter in the time domain, while it has complex
structure and heavy computational burden [2]. The adaptive technique commonly used in the time
domain approach requires the tuning parameters such as a modelling delay and the order of the
inverse filter known a priori. The mean squared error of the 3-D sound system is dependent on
both the choice of the modelling delay and the number of coefficients in the inverse filters [3]. Lots
of time and efforts are required to select the proper tuning parameters. Several methods with low
computational requirement and fast convergence speed have been proposed [4,5]. Mourjopoulos
[6] proposed the direct inversion method for equalization of room acoustics or loudspeaker. The
method is for single-input–single-output system and the inverse filter length becomes very large
when the system has many unstable zeros.

In this paper, a direct design method of the inverse filter is proposed for the multichannel 3-D
sound rendering. The inverse filter of the system with many unstable zeros has the same length as
that of the system with one unstable zero, which is directly designed for multiple-input–multiple-
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output system. The tuning parameters can be systematically determined and the inverse filter
matrix can be directly obtained with the desired accuracy and low computational burden by using
the proposed method.

2. Multichannel sound reproduction

2.1. Inverse problem of multichannel sound system

Multichannel sound reproduction system consisting of multiple loudspeakers generates the
desired sounds at multiple control points by determining outputs of loudspeakers based on the
optimally designed control filter as shown in Fig. 1.

Fig. 2 shows the block diagram of the multichannel sound reproduction system. In Figs. 2
and 3, x is a sound of virtual source and d is a desired sound vector, which we want to reproduce
at the control points. An error vector e is defined as the difference between the desired sound
vector d and the reproduced sound vector y at the control points. u is an output vector of
loudspeakers.
P represents the desired acoustic transfer function matrix from the virtual sound source to the

control points and C represents the acoustic transfer function matrix from loudspeakers to
the control points. The control filter matrix G is designed to minimize the squared errors. If G can
be expressed as a product of matrices W and the P; a problem to design the matrix W becomes an
inverse problem of C exactly when A is an identity matrix as shown in Fig. 3. Actually, A is the
diagonal matrix consisting of pure delay terms which is necessary to guarantee the causality of the
optimal solution because C has a physical time delay. Therefore, W becomes the optimal solution
when the W is the delayed inverse filter matrix of C:

2.2. Optimal solution in frequency domain

The optimal solution of the multichannel system derived in the frequency domain [5] is
introduced. The cost function is defined as the squared residual errors

JðoÞ ¼ eHðoÞeðoÞ: ð1Þ

In overdetermined case [2], where the number of loudspeakers is smaller than that of control
points, the optimal control input uoptðoÞ is

uoptðoÞ ¼ ðCHðoÞCðoÞÞ�1 CHðoÞAðoÞ dðoÞ: ð2Þ
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Fig. 1. Multichannel sound reproduction system.
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In underdetermined and fully determined cases, the optimal solutions can be derived in the similar
manners [8]. However, it may not guarantee the stability and causality of 3-D sound system [2].

2.3. Approximate solution in time domain

The causal and stable inverse filter can be obtained from the time domain solution. It is first
assumed that the matrix W consists of FIR filters of order L: Define a composite vector w that is
made up of each element of W: The length of w is L � M � K where M and K are the numbers of
the control points and the loudspeakers, respectively. To obtain the optimal solution of w; matrix
inversion should be conducted. One way to determine the coefficients of the matrix is obviously by
direct inversion of the matrix. However, this matrix is clearly of higher order, being of dimension
L � M � K : Another approach is to use the modified LMS algorithm, developed for active noise
control applications by Elliot et al. [7]

Because the proper order of the FIR filter and the proper time delay of the diagonal matrix A

should be determined to apply the adaptive algorithm successfully, much time and effort are
exhausted especially for large-scale MIMO systems. Here, an effective design method of the
inverse filter is proposed which does not need to tune the parameters such as the order of the FIR
filter and the modelling delay of the matrix A:

3. Direct design of inverse filter

3.1. Inversion of MIMO system

In overdetermined case, the least-squares solution of the inverse filter in the z-domain is as
follows:

WðzÞopt ¼ ðCHðzÞCðzÞÞ�1CHðzÞAðzÞ ¼
adj½CHðzÞCðzÞ�

jCHðzÞCðzÞj
CHðzÞAðzÞ; ð3Þ
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Fig. 2. Block diagram of multichannel sound reproduction system.

Fig. 3. Inverse problem structure.
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where z is the z transform variable. The stability of the filter is determined by the denominator
polynomial in Eq. (3). Zeros of this polynomial (the poles of the system) always occur in groups of
four which are at conjugate reciprocal positions, that is, the denominator polynomial has zeros
which are arranged in pairs, with each zero inside the unit circle in the complex z-plane being
associated with a zero outside the unit circle. Therefore, any system designed in the frequency
domain will not yield a stable system in the time domain [2]. In underdetermined case, the inverse
system has poles in groups of four and is always unstable. In fully determined case, the stability of
the inverse system depends upon the geometrical arrangement of the loudspeakers and the control
points. In general, the determinant in Eq. (3) is a non-minimum phase system and the method
designing the stable inversion of the non-minimum phase system is proposed in the next section.

3.2. Separation of non-minimum phase system

The denominator polynomial with time delay in Eq. (3) is defined as HðzÞ and is separated into
three parts as follows:

HðzÞ 	 jCðzÞHCðzÞj ¼ h0 þ h1z�1 þ?þ hKLz�KL ¼ z�DHminðzÞHmaxðzÞ; ð4Þ

HmaxðzÞ ¼ ð1� b1z�1Þ?ð1� bRz�1Þ; jbij > 1; i ¼ 1;y;R; ð5Þ

HminðzÞ ¼ hDð1� bRþ1z�1Þ?ð1� bKL�Dz�1Þ;

jbj jo1; j ¼ ðR þ 1Þ;y; ðKL � DÞ; ð6Þ

where K is the number of the loudspeakers and L is the length of FIR filters composing CðzÞ:
Eqs. (5) and (6) represent the maximum phase and the minimum phase subsystems respectively. R

is the order of the maximum phase subsystem and D is the amount of the time delay.

3.3. Direct stable inversion of maximum phase system

Note that an inverse of the maximum phase system makes the system unstable. The proposed
method is focused on how to derive the stable inverse filter of the maximum phase system. An
inverse of the maximum phase system with the form of FIR filter becomes an unstable IIR filter.
The unstable IIR filter can be approximated to a stable and anti-causal FIR filter. Briefly
speaking, the causality of the system is intentionally abandoned in order to guarantee the stability.
In the appendix, the stable inversion of the maximum phase system of order 1 is presented in order
to help understand the basic idea of the proposed approach. Now, consider the maximum phase
system of order R

HmaxðzÞ ¼
YR

i¼1

ð1� biz
�1Þ; jbij > 1; ð7Þ

where
Q

is a multiplication operator and the inverse of HmaxðzÞ is

HmaxðzÞ
�1 ¼

YR

i¼1

1

1� biz�1
; jbij > 1: ð8Þ
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The unstable IIR filter may be approximated to a stable FIR filter of order Rd according to the
appendix. In order to reduce the length of the inverse filter, partial fraction expansion and residue
theorem are used as follows:

HmaxðzÞ
�1 ¼

XR

i¼1

ci

1� biz�1
; ð9Þ

ci ¼ ð1� biz
�1ÞHmaxðzÞ

�1
z¼bi

�� ; i ¼ 1; 2;y;R: ð10Þ

If HmaxðzÞ
�1 is defined as xðzÞ over yðzÞ and the result derived in the appendix is used, the

following difference equation can be derived:

xðnÞ ¼ �
XR

i¼1

Xd

k¼1

ci

bk
i

yðn þ kÞ þ
XR

i¼1

1

bd
i

xðn þ dÞ: ð11Þ

If d is sufficiently large and the second term of right-hand side of Eq. (11) can be ignored, xðnÞ is
expressed only with yðn þ kÞ as follows:

xðnÞD�
XR

i¼1

Xd

k¼1

ci

bk
i

yðn þ kÞ: ð12Þ

Hence, the inverse of the maximum phase system can be approximated to the stable and anti-
causal FIR filter as

HmaxðzÞ
�1D� zd

XR

i¼1

Xd

k¼1

ci

bk
i

z�ðd�kÞ; ð13Þ

where d can be selected using the following equation according to the desired accuracy (ERROR

BOUND) of the inversion:

1

bi

����

����
d

oERROR BOUND; i ¼ 1;y;R: ð14Þ

As shown in Eq. (13), the inverse filter has the length of order d which is the same as the inverse
filter length of the maximum phase subsystem with one unstable zero as in the appendix and
requires prediction of d step. Large d makes the inversion accurate, while the length of the inverse
filter increases. Because the future data cannot be generally obtained, the delayed desired sound is
reproduced. The delay results from the physical delay which acoustic transfer functions naturally
have. Note the modelling delay of the diagonal matrix A in Fig. 3. The d of the proposed
approach is related to the modelling delay and the length of FIR filter of the adaptive algorithm.

3.4. Direct design method of inverse filters

The conventional adaptive algorithm may not converge to the optimal solution if the tuning
parameters such as the modelling delay, the length of FIR filter and a step size of LMS algorithm
are not suitably determined. Therefore, much of time and efforts are wasted to determine the
proper parameters by trial and error approach.
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Note that the proposed method can adjust the approximation accuracy of the inverse filter
matrix by deciding ERROR BOUND of Eq. (14) and the inverse filter matrix of C can be directly
obtained as follows:

WðzÞD� zDþd

PR
i¼1

Pd
k¼1

ci

bk
i

z�ðd�kÞ

HminðzÞ
adj½CHðzÞCðzÞ�CHðzÞAðzÞ; ð15Þ

AðzÞ ¼ z�ðDþdÞI; ð16Þ

where the length of the inverse filter and the time delay are automatically determined.
The conventional adaptive algorithm requires the parameters which should be properly tuned

by trial and error approach, while the proposed method requires only the parameter d which can
be systematically obtained by the considering the accuracy and the computing complexity (filter
length). Note that the proposed approach does not require adaptation to find the solution and
therefore consumes fraction of computing time of the conventional approach.

4. Computer simulation

Both the proposed and conventional adaptive methods for binaural sound system are simulated
to verify the feasibility of the proposed method. Fig. 4 shows the binaural sound system with two
loudspeakers symmetrically located at 60� and 1:4 m apart where the inverse filter is called a
crosstalk canceller. MIT KEMAR HRTF data [9] were used with a sampling frequency of
22:05 kHz and the determinant of the transfer function matrix had 126 zeros consisting of 116
zeros inside the unit circle and 10 zeros outside the unit circle in the complex z-plane as shown in
Fig. 5. It was assumed that a virtual sound source is a white noise located at 30� and 2 m apart.

Fig. 6 shows the desired sound signal and the error signal at left ear of the proposed method.
The delayed inverse filter matrix calculated from Eq. (15) had a numerator matrix of order 623, a
denominator of order 112 and a time delay of 560 steps ðERROR BOUND ¼ 0:0005; d ¼ 560Þ: A
sum of mean squared errors normalized with the desired sounds at two ears was �13:1 dB: Fig. 7
shows the result with filter coefficients fixed after convergence of the adaptive method with an FIR
filter of order 500 and a modelling delay of order 400. The various step sizes of multiple-error
LMS algorithm were used for effective convergence. Here, the result after convergence was
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Fig. 4. Binaural sound system.
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presented because the adaptive method rarely converged. The parameters could be properly tuned
after lots of time and efforts were consumed. A sum of mean squared errors normalized with the
desired sounds at two ears was �5:8 dB:

The inverse filter matrix could be easily and directly obtained by using the proposed method
whereas the tuning parameters of the adaptive method could be hardly adjusted by trial and error
approach. The proposed method is very useful to obtain the corresponding inverse filter matrices
according to various loudspeaker arrangements because less time and efforts are required.

5. Conclusion

The direct designing method of the inverse filter was proposed for use in the multichannel 3-D
sound system. The stable and delayed inverse filter matrix could be obtained with the desired
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Fig. 5. Poles of the inverse filter: �, pole.

Fig. 6. The proposed method ðerror bound ¼ 0:0005Þ: –�; desired signal; —, error signal.
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accuracy without heavy computation whereas the conventional adaptive method consumed much
of time and effort in adjusting the tuning parameters of LMS algorithm. The computer
simulations were carried out to verify the feasibility of the proposed method.
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Appendix

The inverse filter of the maximum phase system of order 1 can be obtained as follows:

HmaxðzÞ ¼ 1� bz�1; jbj > 1; ðA:1Þ

HmaxðzÞ
�1 ¼

1

1� bz�1
	

xðnÞ
yðnÞ

; ðA:2Þ

xðnÞ � bxðn � 1Þ ¼ yðnÞ; ðA:3Þ

xðnÞ ¼
1

b
xðn þ 1Þ �

1

b
yðn þ 1Þ; ðA:4Þ

xðnÞ ¼ �
Xd

k¼1

1

bk
yðn þ kÞ þ

1

bd xðn þ dÞD�
Xd

k¼1

1

bk
yðn þ kÞ; ðA:5Þ
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Fig. 7. The result with filter coefficients fixed after convergence of the adaptive method ðL ¼ 500; D ¼ 400Þ: –�; desired
signal; —, error signal.

S. Kim, Y. Park / Journal of Sound and Vibration 278 (2004) 1196–1204 1203



HmaxðzÞ
�1D� zd

Xd

k¼1

1

bk
z�ðd�kÞ; ðA:6Þ

1

b

����

����
d

oERROR BOUND: ðA:7Þ
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