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Abstract—To increase reliability and robustness of mission- the time thereby doubling the consumed network bandwidth.
critical services in the face of routing changes, it is often desirable \We believe that this redundant bandwidth usage is justified
and beneficial to take advantage of path diversity provided by when users of these applications are willing to pay or the

the network topology. One way of achieving this inside a single . . L .
Autonomous System (AS) is to use two paths between eVerytotal bandwidth consumed is not significant, as in the case of

Origin-Destination (OD) pair. One path is the default path defined ~ VOIP applications.
by the intra-domain routing protocol; the other path is defined as Routing in the Internet forms a two-level hierarchy: inter-
an overlay path that passes through a strategically placed relay domain and intra-domain. BGP (Border Gateway Proto-
i”n‘?s?;é -a”r:eAléeyW?IEJC%Stig)?h;h?OnCLIISS Z?mitsopgsgf such relay nodes |y [32] is thede factostandard inter-domain routing protocol.
We propose two heuristic algorithms to find the positions of BGP route select_lo_n process Is_go_v_erned by po_I|C|eS set forth
re|ay nodes such that every oD pair has an Over|ay path‘ going by netWOI’k admInIStI’atOI’S Of IndIVIdua| domaInS or ASGS
through a relay node, that is disjoint from the default path. (Autonomous Systems). On the other hand, several routing
When it is not possible to find completely disjoint overlay paths, protocols are used for intra-domain routing; OSPF [24], IS-
we allow overlay paths to have overlapped links with default |5 18] and EIGRP [4] being the popular ones. These protocols
paths. Since overl_apped Il_nks dlml_nlsh the r_obustness of ove_rlay assian weights to links and emplov shortest path routing in
paths against a single point of failure, we introduce the notion g 9 ; . ploy p g
of penalty for partially disjoint paths. terms of the link weights. The complete end-to-end path is a
We apply our algorithms on three different types of topology concatenation of several shortest paths within ASes and inter-
data — real, inferred, and synthetic — and show that our AS links chosen by individual ASes’ BGP policies, and is
algorlthms find relay nodes of close-to-minimum penalty. Using ot determined by a single AS or policy. Thus path diversity
daily topology snapshots and network event log, we also show that for end-to-end connections that span multiple ASes should be

our choices for relay nodes are relatively insensitive to network . . . - .
dynamics; which is very important for a placement algorithm to ~ @ddressed in both intra- and inter-domains. For this work, we

be viable and practical. focus on the relay placement problem within a single domain
Index Terms—Routing protocols. Overlay networks. Path di- ©F &N AS by exploiting the path diversity available within such
versity. networks, and leave the problem of relay node placement in

the inter-domain context as future work. To the best of our
knowledge, this is the first paper to address the relay placement
problem in the intra-domain context.

Link and router failures are frequent in the Internet [21], Within an AS, the overlay path consists of two shortest
[25]. Routing protocols are used to detect such failures apdths: one from the source to the relay node and the other
route around them. However, the convergence time for routiffdm the relay node to the destination. We assume that every
protocols to route around failures is often in the order ofode is a relay candidate, where relay nodes are simply routers
seconds or minutes [12], [16]. The downside of such longith relaying capability. Our aim is to find positions of relay
convergence time is that certain end-to-end connections maydes such that every OD (Origin-Destination) pair inside a
experience seconds or minutes of outage [7]. To increagemain has an overlay path that is completely disjoint from the
reliability and robustness of mission-critical services in theéefault path. Unfortunately in reality, it is often not possible
face of temporary end-to-end path outages, it is often desiratdefind completely disjoint paths for all OD pairs. As a result,
and beneficial to take advantagepzith diversityprovided by we allow overlap between the default and overlay paths while
the network topology. keeping the overlap as low as possible. In this work, we report

One way of exploiting path diversity is to use a node insidiaat a large portion of OD pairs fail to have completely disjoint
the network to relay packets over an alternate path thatpaths due to topological structures or link weights. For some
different from the default routing path; we term this alternatesalistic topologies, failures are over 75%. However, it is still
path as arnoverlay path Previous work on overlay routing beneficial to have “partially” disjoint paths with minimum
has focused on selecting good relay nodes based on measokexntlap. To quantify the extent of the overlap and resulting
metrics or QoS (Quality of Service) constraints, assumirguality degradation of overlay paths, we introduce the notion
relay nodes are already deployexlg. RON [5], Detour [28], of penalty, and develop heuristic algorithms to find relay nodes
or OverQoS [34]). However, none of these works tackle thbat incur close to minimum penalty.
problem ofplacing the relay nodes wellvhich is the focus  We evaluate our algorithms on three different types of
of this paper. topology data — real, inferred, and synthetic. We show that

To benefit from an overlay network of relay nodes, we envith a small number of relay nodes (typically fewer than 10%
vision applications using both the default and overlay paths all the total number of nodes), network resilience increases

I. INTRODUCTION AND MOTIVATION



significantly against a single point of failure. We also usproviding disjoint paths and assign a relay node to each
daily topology snapshots and network event log from a tier@QD pair (while k-median andk-center assign a median or
ISP to evaluate the efficacy of the algorithms against netwaakcenter to each node); (2) the objective term to minimize is
dynamics. Specifically, we show that the relays selected the overlap between two paths (while in other problems, it is
our algorithms not only provide complete protection againsistance or delay); and (3) our problem lies in a non-metric
75.3% of failure events and over 99% protection against 92.8%ace. A cost function in a metric space must to be positive
of failure events, but they also remain effective over severahd symmetric, and to satisfy the triangular inequality, while
months under dynamic network conditions. triangular inequality does not hold in our cost metric [10].

The rest of the paper is organized as follows. We describe
related work in Section Il. In Section Ill, we formulate the IIl. RELAY NODE PLACEMENT PROBLEM
relay node placement problem and present a definition ofWe model a network as a gragh(V, E), whereV is a
penalty with some practical considerations. We also proposet of nodes and? is a set of directed links between pairs
our heuristic placement algorithms in this section. The eva)f nodes. A path is a finite non-null sequence of nodes and
uation of placement algorithms follows in Section IV. Ifinks between a pair of nodes. We term the start node of a
Section V, using daily snapshots and event log, we show h@ath as an origin, the end node as a destination, and the node
our relay nodes perform in the face of network dynamics. Weir as an OD pair. Every link in the network is assigned a
discuss issues for further work in Section VI, and conclude Weight, and the cost of a path is measured as the sum of the
Section VII. weights of all links along the path. As we limit our study to
intra-domain routing, we assume that Shortest Path First (SPF)
routing based on link weights is used. If two paths do not have
any common link between them, we call thetisjoint

Exploiting path diversity for fault tolerance and load bal-
ancing was first introduced by Maxemchuck dispersity ISP Network
routing [22]. Since then, quite a few papers focusing on the
selection of good overlay paths based on measured metrics
or QoS constraints have appeared in the literature [5], [28],

[34]. Recent works have proposed ways of using overlay
networks in the security context. Les al. have proposed a Origin
distributed way of constructing an overlay network against link ~(n9ress routen
attacks [17]. Liet al. have proposed using overlay paths for

resient delvery o securty updates [16] Al hese proposalf |, T, o1 0 80 B 5 o 018 0 P R e
however, assume that the relay (or overlay) nodes have alre lay path (%/hat passes through ; st?a?egically rl)JIacecgJ relay node).

been deployed.

In terms of real-life deployment, many overlay networks Fig. 1 depicts the idea of using disjoint overlay paths.
have been constructed, often in an ad hoc fashion. MBong,packets from the origin are duplicated and sent along
the overlay network for multicast communication, comprisagisjoint overlay paths, any disruption on either path causes
of multicast-capable border routers at ASes and a set rf impact on the other path. However, if multiple links fail
intermediary nodes [9]. PlanetLab is a network of over 5Qfimultaneously, both paths may be affected. In real networks,
Linux PCs all around the world that serves a large number tfe chance of network components located physically apart
research projects involved in testing, deploying, and debug-fail at the exactly same moment is extremely slim. As the
ging new services [3], [26]. PlanetLab nodes are hosted bgal of this work is to improve network resilience in the face
volunteers; and no topological constraint has been imposgfdtransient routing instability (that is, during the period of
on how they are placed. Resilient Overlay Network (RONputing convergence), we only consider single link or router
is an application-layer overlay on top of the existing Internéilure events throughout this paper.
routing substrate [5]. RON has about 50 machines that aréWe now define the relay node placement problem as fol-
located world-wide, but the majority (80%) are in the Unitetbws. Given a networkG and the number of relay nodds
States. (constrained by available network resources), we want toifind

Server placement problems hold some similarities with opositions of relays in the network such that every OD pair finds
work in that they also focus on finding an optimal solutiomn overlay path that is maximally disjoint from the default
for resource locations [14], [27]. Often these problems apmth. We use the concept of penalty to quantify the overlap
formulated ag-median ork-center problem [11]. Ik-median in paths. Our approach is for static analysis of network path
problem, the objective is to find medians among all possiblediversity based on the topology of a network, and at this point,
positions to minimize the sum of distances from each vertae simply assume that equal amount of traffic flows between
to its nearest median. lk-center problem, the objective is toorigin and destination of every OD pair. However, real traffic
minimize the maximum of distances to its nearest center. Thwtrix of a network is highly dynamic, and we discuss how we
objective of our problem is to minimize the sum of overlapsan incorporate non-homogeneous traffic matrix in Section VI.
between the default and overlay paths. The formulation ofBefore we introduce our method to find relay nodes for
our problem is unique in that: (1) our work focuses odisjoint overlay paths, we introduce how path diversity is
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characterized in typical ISP networks. Then, we illustratdenote a collection of shortest paths from ned® d. When

the key concept of our idea along with two relay placemetitere is only one path betweenandd, we treato — d as a

algorithms. single path. When there are multiple shortest paths between
andd, we assume traffic is evenly split among those paths and

A. Path Diversity in Intra-Domain Routing and Its Impact orireato — d as a collection of paths. We define an indicator

Relay Selection variable,Z, 4, as the probability that a packet routed froro

Studies show that path diversity is available in IP layef €ncounters the failed link, That is,Z,,q, is the conditional
topologies of typical ISP networks [13], [35]. Fig. 2 shows aRroPability that pativ — d fails given that linki fails.
example of a large AS, consisting of a collection of physical 7 . —p d fails | I fails 1
locations called Point-of-Presences, or PoPs. Within a PoP, an okl o= | ] @)
access router (denoted as AR) is connected to two or more

backbone routers (denoted as BR) with equal link weights for The indicator variable quantifies the impact of a particular
fault tolerance and load balancing [13]. Typically, parallel linkfink failure on a given path. Whefi, ,; = 1, a packet from
between a pair of two PoPs are assigned the same weight. AS® 4 always goes through link. Therefore,o — d will
result of such link weight assignment, multiple shortest patiggrtainly fail, if link  fails. Otherwise, ifl is not used on any

exist between the access routers in two PoPs, and they B&€h ofo — d, Z, 4, = 0. In this case, failure of is irrelevant
called Equal Cost Multi-Paths (ECMP) to 0 — d. WhenZ, 4, is between 0 and 1 (sap), it means
packet is routed through a path that includes the failed link,
it will be lost. Therefore,o — d will fail with probability p
@ affectedby a link failure ofl, if Z, 4; > 0. Fig. 3 shows an
' example of how traffic is evenly split among multiple shortest
Intra-PoP paths and hoviZ, 4, value is computed for every link.

that some paths i@ — d include! and others do not. If a
. Inter-PoP . @
@ @ if [ fails. This happens when ECMP exist. We say- d is

Fig. 2. Path diversity is available in typical ISP networks. It is often not
possible to find completely disjoint overlay paths for all node pairs.

When there exist ECMP between an OD pair, traffic is split
equally among the multiple shortest paths, but each individual
flow (a group of packets with the same 5-tuple: source IP

address, source port, destination IP addresses, destination port,

. Fig. 3. Fromo to d, traffic is evenly split among the shortest paths. For
and protocol) is routed along only one path each linkL, I, 4 ; value is given.

ECMP plays a positive role against link failures. Sridharan

tEt al_. hﬁ/e report_ed ttlhali fE_ICMP grle :elpful n a(\j/t?tldlng We calculateZ, 4; by extending Dijkstra’s shortest path
ransient loops against fink fal ures [31]. However, en '_O'er}ﬂgorithm as follows. Given a network and a source node,
connections are still susceptible to outages from link failure store all the shortest paths to each destination instead of

and disjoint overlay paths should provide increased level Qoring a single path. Let* [0, d] be a subgraph of induced
protection against detrimental impact of routing changes. by all the shortest paths frém souroeto destinationd. For

Since a node has finite degree, ECMP may exhaust glnvenience, we considé¥*|o, d] as a directed acyclic graph

ImI(;; .oytt of a Isourc?hfolr an OD paur and liavfo no Iml; fo dag). Once dag-*[o, d] is found for an OD pair, we traverse
a disjoint overlay path. In our previous work [10], we hav *[o, d] by inserting a unit amount of virtual flow at the root

reported that a significant portion of OD pairs fail to hav i e, source). We let the total amount of the incoming flow
completely disjoint paths due to topological structures or link :aqual to t.hat of the outgoing flow (which is split evenly to
weights; for some realistic topologies, as many as 75% of O the outgoing links of the dag). Finally, the amount of flow
pairs failed to have completely disjoint paths. In this case, we igned on each link is equival.entlgdl,.

are forced to have overlapped links between the default andz;iven an OD pai(o, d), we usek,,, to denote the probabil
) ) od -

overlay paths. Overlapped Imks_ will diminish rqbustness smcI:()a/ that a single link failure affects pathh— d, and calculate
a network is less resilient to link or router failures. Towar

that end, we introduce a notion of penalty to quantify the 2° follows.
quality degradation of overlay paths when they overlap with Koi = P|o— dfails | single link failure]
the default paths. )
= 17 2 Toat ()
B. Measure of Penalty lEE

First, we consider a way to quantify the impact of a \yg yse notatiom —  — d to denote the overlay path from
particular link failure on a path. We use notation— d to | ,4e, to d via relay , which is formed by concatenating

10often, hash functions are used to equally split traffic amongst ECMP anae default shortest paths from the SO.UI’C(? FO the re'l'&y’ (
forward packets of a flow along the same path. o — r) and from the relay to the destinatione(, » — d).



@, (0,d) under a relay seR is:
Kod(R) = min{oq4(r)|r € R}. (4)

Finally, we define theotal penalty P(R) of using a relay

default path -
set R for all OD pairs as follows:

overlapped link

Fig. 4. Solid and dotted lines denote the default and overlay paths,
respectively. For resilience, we introduce the notion of penalty based on the P(R) = Z ICod(R)a RCV, |R| <k )]
overlapped links. Yo,d

Given this, our objective is to find a subsBtof V' such

Fig. 4 shows an example of a default path (drawn in soliflatp(R) is minimized, whergR) is not greater than a given
line) and an overlay path (drawn in dotted line). value, k.

Now let’'s consider when an overlay path is used along with
the default one. If linkl is included in both paths (as the _
overlapped link in the figure), failure of linkaffects both the C. Placement Strategies

default and overlay paths. ifis used in only one of the paths, Now we present our placement strategies to find a relay
failure of [ does not affect the other path. That is, either d  get R of a fixed sizek such that the total penalty in (5)
oro — r — disirrelevant to the failure of link; path between js minimized. Given a set size;, an optimal solution is
o andd is resilient to the failure of. Therefore, we consider 3 supsetR of V with the least total penalty. We denote
a fraction of traffic carried on overlapped links (between th@e optimal solution aOptimal in the rest of the paper.
default and overlay paths) as a measure of penalty for usifge optimal solution can be formulated using 0-1 integer
partially disjoint paths. programming (IP). The IP formulation of our problem is given
Given an OD pair(o,d) and a relayr, we useKo4(r) 0 in the Appendix. WhileOptimal gives the best result, it is
denote the probability that a single link failure affeots- d  ynjikely that an efficient method for solving it exists due
ando — r — d simultaneously, and calculate it as follows. to computational complexity. In our simulation, we compute
Optimal for only limited cases whet is significantly small

Koa(r) = Plbotho— dando — r — d fail : -
] i ) compared ton. In the following, we present two efficient
| single link failure] heuristic algorithms: greedy selection and local search. These
_ Zfo,d,z(fo,r,z +Ta0) A3) two heuristics are simple and intuitive while delivering good
Bl & performance.

1) Greedy Selection Algorithiin our greedy selection, we

We can see from the definition that the penalty of a reldyegin with an empty sek. Then we add a relay nodeone
node is zero when the relay provides a completely disjoily one, that incurs the maximum decrease in the total penalty
overlay path for an OD pair. It is interesting to note thagiven by (5). We iterate this processtimes. We refer to this
the penalty value directly reflects the quality of an overlagpproach asreedy.
path. If this value is fairly small, overlay paths have very few 2) Local Search Algorithm:We start with an arbitrary set
overlapped links with the default paths. Accordingly, networkf k£ relays and keep improving our solution with a single
is more resilient to arbitrary single link failures. For networléwap. A single swap involves removing a relayc R and
resilience against single link failures, we propose using overlagding a new relay’ ¢ R, if the total penalty is reduced.
paths that are as disjoint as possible from the default patMée repeat single swaps until there are no improvements. As
Or equivalently, we aim at finding a set of relay nodes th#s name suggests, the solution produced by this algorithm is
minimizes the penalty in (3) for all OD pairs. a local optimum that may or may not be far away from the

In fact, relay nodes with link disjoint overlay paths enforc@lobal optimum. We refer to this approach lascal.
overlay paths to be also node disjoint. This is due to the Detailed algorithms oGreedy andLocal are given in [10].
SPF routing and ECMP: if two paths share an intermediapbr comparison, we consider two other potential strategies:
hop, then the two paths cannot be link disjoint. By choosinghe that chooses a random set of relay nodes, referred to as

relays such that the overlapped links are minimized (or tfandom, and the other that selects nodes in a decreasing order
penalty value in (3) is minimized), the chances of overlayf node degree, referred to 8egree.

and default paths to have the same intermediary hops become
slim. Therefore, we state theglays with the minimum penalty
provides overlay paths with robustness against a single point
of failure. In this section we perform detailed analysis of dineedy
Having defined the penalty for a given OD pair and a singkndLocal algorithms, along with the two othé&andom and
relay node, let us now extend the definition to a set of reldyegree algorithms. In Section IV-A, we introduce topological
nodes,R. Since our objective is to determine the positions afatasets used in our evaluation. In Section IV-B, we compare
relay nodes such that every OD pair has a maximally disjoitiie four placement algorithms in terms of total penalty they
overlay path, we should select a relay= R that yields the incur. In Section IV-C, we delve into the topological structures
least penalty value in (3). Accordingly, the penalty value aff networks and investigate their impact on certain relay nodes.

IV. EVALUATION OF PLACEMENT ALGORITHMS



A. Types of Network Topologies Teixeiraet al. showed that Rocketfuel has significantly more

We use datasets drawn from three different types of topolg@th diversity than the real topology in case of the Sprint
gies — real, inferred, and synthetic. We have access to only@Work [35]. We note that overestimated path diversity may

small number of real topologies, which is a significant limitin§Ve better result with our algorithms by increasing the chances
factor in exploiting topological diversity. Thus, we supplemern" flnd|ng.d|SJomt overlay_paths. It _should also be noted that
our evaluation with inferred and synthetic topologies. Tabletfi€ resultin [35] only applies to Sprint's Rocketfuel topology,
summarizes the network topologies used in evaluation. Esfd may or may not hold for other topologies.

topology is listed with its type, name, number of nodes and Synthetic topologies are generated usBITE an Inter-

links, and minimum and maximum node degrees. net topology generator [2]. We use the flalbert-Barabasi
model [6] which generates router-level topologies. Each of the

TABLE | BRITE-generated topology hasnodes and minimum node
SUMMARY OF DATASETS degree, and is denoted BAd. Our settings in BRITE reflect
Topology | Topology | Nodes | Links Degree incremental growth and_ preferenual connectivity [_23]. We use
Type Name # # (min,max) Iatency_of each |I.nk as its weight, where latency is calculateq
Real Abilene 11 14 2,3 proportional to distances between nodes. Node placement is
Backbone| ~ 100 | ~ 200 | ~ 2, 10 based on a heavy tailed distribution. While the Albert-Barabasi
Inferred Exodus 79 147 1,12 del . le-f K K Li
Ebone 87 161 111 model approximates scale-free networks, recent work bst i
Tiscali 161 328 1,29 al. have suggested a model — where low degree nodes are in the
Synthetic 138:158(;22 15000 18917 g ;; center and high degree nodes are at the edge of the network —
HOT 171 240 1 10 which is cor?3|dert'ad.a better reflectlon of real networks [19].
mesh 64 112 2, 4 We use theirHeuristically Optimal Topology (HOTjmodel,
torus 64 128 4, 4 which consists of 49 core routers and 122 gateway routers.
ring 64 64 2, 2

We use unit link weights for all links.

Note:the_ numbe_r qf bl—_dlrectlpnal I_|nks is given lrinks (#)column.  Since We consider three more networks of regular structures, a

we consider uni-directional links in our algorithrhZ| should be doubled. h d . h of which h 64 d A

For example, Abilene has 28 uni-directional links. mesh, a t(_)rus, and a ring, €ach or which has 64 nodes.
meshhas its nodes placed in a 8 by 8 square grid, where

Two real topologies we use are those of Abilene and &@des at the edge of the square grid have lower node degrees
operational tier-1 ISP backbon&bileneis a high-performance than the ones in the center. #rus has a similar topology
Internet2 backbone network for universities and research lae-that of a mesh, but the edges wrap around the torus when
ratories in the United States [1]. We use the Point-of-PreserifgY cross the square grid’s boundary. Nodesimg network
(PoP) level map of Abilene. We assume a unit weight for eafprm a circular shape. We use unit link weights for all links.
link (which essentially simulates a hop-count based routing/hile these regular graphs are not particularly realistic in their
Fig. 5 depicts the topology of Abilene, where three re|aygetwork configurations, they provide a more neutral context
chosen are denoted in triangleThe operational tier-1 ISP for evaluating our placement algorithms. By considering a
backbone simply referred to as the Backbone in the rest ofariety of networks, we hope to avoid drawing conclusions
the paper, has an order of magnitude more nodes and lilkdt may be attributable purely to topological idiosyncracies
than Abilene. Due to proprietary nature of the data, Tableof @ particular network.
only provides approximate values for the parameters of the
topology. We also use real link weights from the Backbong, Comparison of Total Penalty
The Backbone has topological structure similar to the one - .

. - . . We now assess the performance of our heuristic algorithms.
illustrated in Fig. 2, where PoPs have two-dimensional square o mpares the f | t alqorith in t f
mesh connectivity. 0. pares the four placement algorithms in terms o

total penalty in (5) they incur. The number of the relay nodes
has a range of 1 t& (k < n). Total penalty is normalized
such that 100% represents when only default paths are used
(i.e, when the default and overlay paths are identical).

As all our algorithms are based on heuristics, it is hard to
fathom how far they are from the best case. As it is hard to
capture the minimum total penalty for all possilllevalues,

Fig. 5. Abilene network we only compute the lower bound on total penalty when all

_ ) n nodes are used as relays. We define a lower bound, LB, of
We use three of the inferred ISP topologies generated By ) in (5) as below:

Rocketfuela router-level ISP topology inference engine [30].
Here, link weights are assigned proportional to geographical LB =P(V). (6)

distances (qr delay). It.'s |mpqrtant to observe that R(.)Ckeé'onceptually, LB captures the notion of each OD pair desig-
fuel topologies are subject to inference errors. In particular

nating a relay that incurs the least amount of penalty among all

2Whenk = 3, the same set of relays is chosen for all three algorithm&? UOdeS- Under the assumption of using a single relay per node
Local, Greedy, andOptimal as in Fig. 5. pair, LB represents the least total penalty for any topology. A
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Fig. 6. Performance comparison of placement heuristics on real, inferred, and synthetic topologies. Since nodes in torus and ring networks have the same

number of node degrees, we do not includiegree plot for those networks.

horizontal straight line at the bottom of each graph in Fig. placement, whileDegree places relay nodes at the tdp
indicates LB. While LB represents the least total penaltpodes in terms of node degreBegree’s relays are likely
finding the minimum number of relay nodes that achiew® be heavily involved in the default paths of many OD pairs,
LB is another problem. We use a Set Cover approximatidgmcreasing the number of overlapped links when used as relays.
method [29] and obtain an estimate for the minimum number )

of relay nodes that produce LB. This estimate is denoted agdntuitively, as we place more relays in the network, OD

LB* and marked with a square in the figure. pairs are likely to find overlay paths with less total penalty.
That is, every OD pair is likely to find an overlay path that is

In all casesGreedy andLocal consistently perform better disjoint from the default path. However, the unit gain in total
than Random and Degree. This is plausible sincRandom penalty will saturate when enough number of relays are placed
represents the case when no planning is used in relay nade¢he network. This intuition is evident in Fig. 6, where all



curves flatten out after a while. The knee point of saturationigth that goes vidDKIC and the lower path that goes via
different for each heuristid;ocal and Greedy tend to reach LHAW. In this case, all possible overlay paths result in total
the knee points with smaller numbers of relays. penalty of at leas2/28. Similar case applies fo(T, ).
In all graphs in Fig. 6, the gap between the total penalnother apparent example is between the node f@irl),
of our heuristics and that of LB is substantial when less thavhere disjoint overlay path cannot be found using the given
5% of nodes are chosen as relays, and it is hard to know hoelays.
close the total penalty is t@ptimal for the given number  From our analysis, pathological cases where OD pairs fail
of relay nodes. Although we cannot comp@etimal for all to find good quality overlay paths are prevalent in typical
possible values of due to computational complexity, we canSP networks. This is due to the fact that a typical ISP
compute it whenk is significantly small compared to. For network topology is not completely random, but has structural
a subset of topologies, nameltbilene, Backbone, HOT, regularities. For example, the number of links connected to a
and mesh, we calculate results fromdptimal and compare node does not vary over a wide range, but is limited by the
with Local, Greedy, and Optimal. Fig. 7 plots the total maximum number of slots and ports on a router. Also routers
penalties fromOptimal, Greedy, and Optimal as a ratio located at one PoP are connected in such a way that traffic
against that of LB. Ratio of indicates that the total penaltyout of the PoP is aggregated and sent out through a small
is the same as LB (which is calculated assuming the numlremmber of routers, thus forming a certain hierarchy between
of relays isn). Even thoughLocal and Greedy are not routers as illustrated in Fig. 2. Between an arbitrary pair of
optimal, total penalties from these simple and fast heuristinedes (AR,BR) within a PoP, it is unlikely that there is a good
are almost identical to those fro@ptimal. We conclude quality overlay path. HOT model has the highest LB since all
that our placement heuristics are simple and intuitive, whill22 gateway routers are singly linked to one of the 49 core
delivering near-optimal performance. routers. Fig. 8 shows the node degree distribution of HOT
network, where the overall distribution of degree is heavy-

Backbone Abilene tailed. A torus, on the other hand, has many paths between
4 -~ Groody 4 the OD pairs, and therefore, overlay paths are often no worse
5 —+ Local than the default paths.
: 3
e o Optimal o
< 2 T 10
© 2 g _
(o)) -
1 o —
1 lower bound 1 lower bound T 5 o
(]
0 5 10 0 20 40 60 '8
# relays (%) # relays (%) c
HOT mesh % 50 100 150
4 4 node id sorted on degree
3 3 Fig. 8. Node degree distribution of HOT network
2 5 _ _ 2 , 2) Relay Node PropertiesTo see which nodes are chosen
- Mg B as relays for each heuristic, we measure the following three
oo bttt Y —ower boand + metrics and observe whether relays are selected at the core or
o 1 2 3 a1 s 0 s 10 15 at the edge of the network.
# relays (%) # relays (%) « Node degree - the number of incident links of a node
Fig. 7. Ratio of total penalty against the lower bound « Hop count - average hop count to other nodes

o Path weight - average path weight (the sum of link
weights along the path) to other nodes

C. Relay Nodes Fig. 9 plots the distributions of the above three metrics of

So far, we have evaluated the performance of our placem#éime relay nodes selected lyreedy, Local, Random, and
heuristics on a set of topologies. We now discuss how tlieegree (denoted a$s, L, R, andD, respectively). Due to the
topology structure affects the placement heuristics and analygpace constraint, Fig. 9 shows representative results from only
the properties of the relay nodes. Ebone, Tiscali, and HOT networks. The remaining plots are

1) Impact of Topology StructuréVe observe that in Fig. 6, included in [10]. For each metric and placement heuristic, we
HOT model has a LB value of 30%, which is larger thaset the number of relay nodes to 5 and 10% of the nodes. The
most other networks, where LB is around 10%. We discussaximum, median, and minimum values of the relay node
what attributes to this high variance and how structures of théstribution are displayed using error bars. For each metric,
topology in general (and Internet-like topologies in particulathe maximum, median, and minimum for the entire topology
affect the selection of the relay nodes. are drawn in dotted lines.

For each topology, we examine OD pairs for whom only In terms of node degree, relay nodeslpcal and Greedy
very little or no improvement is achieved with overlay pathsare selected near the median distribution of the overall nodes
Consider the Abilene topology in Fig. 5 with three relay nodefor Ebone and Tiscali networks in Fig. 9(a) and 9(b). As
Assuming hop-count based routing is used, traffic between expectedDegree’s relays are those with high node degrees.
OD pair (S, N) is evenly split between two paths: the uppefhe result ofRandom varies for each trial, but the median
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Fig. 9. Distribution of the relay nodes by Greedy (G), Local (L), Random (R), and Degree (D) heuristics

degree of the relay nodes Bandom stays close to that of In large networks, detour through disjoint overlay paths
the overall nodes. In case of HOT model in Fig. 9(c), relagould cause some OD pairs to traverse longer paths, thereby
nodes bylLocal andGreedy show unusual distribution in their increasing the delay between those OD pairs. In practice,
node degree as well as in hop count and path weight. Thisoigerational backbone networks provision their networks such
due to the heavy-tailed node degree distribution of the HQMat the average load on each link and the average end-to-
model. end propagation delay are below a certain limit agreed upon
in Service Level Agreements (SLA). Our algorithms can be
o > easily modified to meet both these requirements of networks if
significantly smaller hop counts a_nd_ path Welghts t_hanal we are given with the traffic matrices (for both the default and
andGreedy for Ebone network. This implies routing in Ebon€,, o oy ‘traffic), latency of each link, and the detailed service

network is done in a way that OD pairs prefer paths (B irements. (More discussions follow in Section VI.)
IGP costs) that go via nodes with high degree compared

to nodes with low degree. Therefore, high degree nodes e

accessible with smaller hop counts by arbitrary nodes. When

10% of nodes are chosen as relays, the gap between thQur rglay node placement a_Igorithm§ are based on the
distribution of each heuristic becomes less noticeable. In C;%%suertlokn thalt netwofrkhtopologulas_ remalnlflxgd and we have
of Tiscali network, similar observations hold true, however ifOMP!€te knowledge of the underlying topologies. In practice,

less noticeable form. This is because Tiscali network has md}gWork topologies are dynamic in that there are frequent
high degree nodes than Ebone network. link and router failures, whether they are caused by manual

operations or unplanned events. In this section, we examine
In summary,Local and Greedy tend to avoid nodes that how our heuristic algorithms perform under dynamic network
are the highest in node degree at the cost of taking a “detowdnditions. In particular, we conduct two sets of simulations:
Even though high degree nodes seem like a good choice(In we use a set of network topology snapshots of three
terms of hop count and path weight metrics, we note that thas@nths, taken at the same hour each day, and examine whether
nodes are likely to be heavily involved in default paths of marthe relay nodes selected at the beginning of the period are
OD pairs, making them inappropriate for use as relays.  still effective over time; (2) we use a network event log of

When 5% of nodes are chosen as reldyegree yields

SIMULATION UNDER DYNAMIC NETWORK CONDITIONS
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Fig. 10. Comparison of total penalty by different relay placement strategies

six months and calculate the fraction of traffic that is affectedynamic network conditionse(g, several router/link failures

by network events with and without relay nodes. We use tloe link weight changes) well.

topology snapshots and event log of the Backbone. In theThe normalized total penalty in the figure mostly remains

following simulation, again, we assume equal amount of traffimder 15%, but fluctuates over 15% a few times, noticeably on

flow between all node pairs. We state that this traffic matrRays 6, 43, 103, and 108. This is mainly due to the fact that

is hypothetical and does not reflect the real traffic volume shapshots of the Backbone were taken during the maintenance

the Backbone. window, and thus the network might have not converged yet
at the time the snapshot was taken. In fact, we have verified
that, in topology snapshots where total penalty surged, several

A. Using Daily Topology Snapshots link weights were set high, making those links unavailable in

We use daily topology snapshots of 113 days taken durithe actual routing and decreasing the chance for OD pairs to
October 1, 2004 to January 22, 2005. Each snapshot hasfllg a good quality overlay path; thus the total penalty may
own set of IGP link weights. The overall numbers of node§crease:
and links vary with a standard deviation of 1.41 and 3.3, . . .
respectively. We examine how much path diversity the rel ell. In case of .Day 43, we nptlce a sudden INcrease in the
nodes fixed on Day 1 (Oct. 1, 2004) can provide over the ti pothetical traffic volume carried on one of major linksg,

period, compared to the case of relay nodes changing ev%(s that are heavily used in default paths of many OD pairs).

However, the fluctuation might be from other sources as

. . . ince a large portion of OD pairs share the major link, it is also
dGE:Z : ;;Z?}gg:ggg gospgfﬂgnfeﬁig?g ()Ffotrhselmng:;ietls(‘)r;,sv:;;h ely that overlay paths themselves go through the link. This
; . ) : : gvérlap in the default and overlay paths may have increased
. In Fig. 10, we display tlmg—serlgs evolution of total penaltyhe total penalty. For the fluctuations from Days 102 to 113

in (5) from three sets of simulations over 113 days. In thvE\B/e have confirmed from the ISP that major upgrades have

first simulation, the set of relay nodes is determined qn : .
Day 1 and remains fixed throughout the entire time peri(c)fmdeen performed on the Backboned, new high bandwidth

(referred to agnitial placemen}. In the second simulation, ks, router operating system updates, etc).
the set of relay nodes is refreshed (optimized) daily basg
on the_correspondlng top_ology_snapshot (referred tdfrﬁbl dynamics; which is very important for a placement algorithm
relocation). In the third simulation, we calculate LB in (6) . :
. : : -’10, be viable and practical.

per daily snapshot. Again, the total penalty here is normalized
such that 100% represents the case when only default paths
are used in each snapshot. B. Using Network Event Log

Fig. 10 shows that the relay nodes from the initial placementWe use a network event log that spans a six-month period
scheme perform nearly as well as the daily relocation schenrem June 1 to November 30, 2004. The log contains five
When the number of relay nodes increases from 5% to 10%gpes of events: router up, router down, link up, link down,
then both schemes almost match the lower bound, LB. Vded link weight change. When a router comes up or goes
note that our placement algorithms are not very sensitive down, all links incident on the router also come up or down.
network dynamics. As long as the network topology does nSudden link or router down events usually cause temporary
change in a grand scale.{, partition of network), our relay traffic loss for a number of OD pairs, resulting in service
nodes selected based on a topology snapshot accommodatription. On the other hand, for router/link up and link

Cf\gain, using daily snapshots of the Backbone, we note that
ur choices for relay nodes are relatively insensitive to network
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Real failures from a six-month event log

impact only a small fraction of traffic in the network; for

1 T T T
less than 1% of traffic f 65.5% of failure events, less than 1% of traffic is affected.
ool . [lostfor92.8%failures =" .y worstcases When three relay nodes are used, they provide complete
ml il ANkl ‘ resilience against 52.9% of failure events, which is a 17%
el I.ff'f By increase, compared to no relay node case. Better still, up to
PR 7% 77% of failure events affect 1% or less of traffic. When five
‘\ i relays are used, network resilience to real failures increases
o M : Uj_o to these points‘,"‘ : _ 65% events lost further._ In this_ case, using oyerlay paths provide complete
o failure events lost . ‘ less than 1% traffic protection against 75.3% of failure events and over 99% pro-
0'6;// Qotraffic . . e | tection against 92.8% of failure events. It is also worth noting
_.’4.’[-.-‘-‘-.—~-""“' that a small number of relay nodes chosen at the beginning
el i i of the period remains effective in providing resilience against
’ failures over the entire course of six months.
047“ : 5c8 == = #relays =0
f——— Liiﬁ:iﬁ jg VI. DISCUSSION ANDFUTURE WORK
T e 0 T In this section we look at a number of ways in which our
Hypothetical traffic lost due to failure (%) work can be extended. Addressing them is beyond the scope

Fig. 11. Impact of failure events on hypothetical traffic with and withouof this paper, so we leave them as part of our future work.
relay nodes for a tier-1 ISP network . )
e Relay Architecture for Service Overlay Netwolkie have

envisioned relay nodes forming an infrastructure, a service

weight change events, shortest paths are recomputed and @grlay network, for a value-added service. As stated in the
pairs may experience a route change (or a traffic shift) in théitroduction, we have assumed that relays are simply routers
default paths. However, such a change has less detrimeMih relaying capability. If routers allow the IP option of loose-

impact compared to router/link failures [7]. Therefore, we oni§ource routing and end hosts use them, the service overlay
focus on router/link down events in our simulation. It shoul§an be deployed without any modification to the existing

be noted that our algorithm is applicable and effective agairf@uters. Unfortunately, most service providers disable loose-
routing instability caused by router/link up and link weighfource routing due to the security threat it poses and the
change events as well. processing load on the router CPU. An alternative is to realize

We assume that each node re-calculates its routes imrHi& relay nodes by attaching servers to routers as proposed
diately and instantaneously after each event. We realize tHis15]- i )
assumption by updating the topology and recomputing theWe expect cr—._\rtaln r_outers_ may not be smtable as relays
shortest paths after each event. Relay nodes, used in Qh%cause of their locations, limited numbers of interfaces, or
analysis, are chosen based on the topology snapshot at @f@strained CPU). We also note that average end-to-end delay
beginning of the event log.€., June 1st, 2004), and are kepPf overlay paths should be below a limit agreed upon in SLA.
unchanged even though the topology changes as events unf¥fg realize these extra r_equwement_s by defining a set of routers
We useGreedy and choose three and five relay nodes fdfSable as relays for a given OD pairgmsod and the others as
the simulation. For each event (single/multiple link and/d?adl For example, a router with certain har(?iware specifications
router failures), we calculate the fraction of hypothetical traffier higher may be set as good for all OD pairs, whereas a router

affected due to the failure with and without relay nodes. Agat provides an overlay path with delay twice or more than
defined earlier, a single link failure oh affects OD pair that of the default path may be set as bad for the given OD

(0,d) by I,q4,, which is the fraction of traffic assigned toPair. Then, we incorporate th.is information by redefining the
that particular link. In this way, we determine the fraction openalty of a relay- for OD pair (o, d) as k7 ;(r).
traffic affected due to the failure for every OD pair. , Kod if » is bad foro andd
Fig. 11 plots the simulation result, where the x-axis is the 0a(r) = { Koa(r) if ris good foro andd
percentage of the affected traffic and the y-axis is the CDF of . o
network events. The plot has three graphs. The first one (dra%ﬁ replacing (3) W'thlcod(r).' we enforce that bad relays are
in a solid line) shows traffic affected when only default path'%Ot selected by the OD pairs in (4) and (5).
are used. The second graph (drawn in a dash-dotted line) ueeReflecting Real Traffic Matrixin this work, we have
both default and overlay paths with three relay nodes, and thesumed that equal amount of traffic flows between each OD
last (drawn in dashed line), with five relay nodes. pair. However, in real ISP networks, our assumption on ho-
When only default paths are used, 35.9% of failure eventsogeneous traffic matrix does not hold. We can easily modify
have no impact on traffic. Though lower than 50%, its impactur penalty measure to reflect the real traffic matrix as follows.
turns out to be less than we have expected. Detailed analyisi$ M (i, 7) denote the amount of relative traffic volume such
of these events show that link weights were manually setat Zw,jevM(ivj) = 1. Then, by simply multiplying the
high before the corresponding link failure event. Setting @enalty measures in (2) and (3) withM(o,d) yields the
link weight to a larger value forces traffic to bypass the linkamount of traffic that is affected by a single link failure. Given
allowing a “graceful” link shutdown. The remaining eventsn OD pair(o,d) and a relayr, let ¥, and K} ,(r) denote
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the amount of default and overlay traffic affected by a singteaffic, VoIP, resilient security updates, backup line for banking
link failure, respectively. Then, we calculate them as followsystem’s private network). We believe these applications can
. M(0,d) - Koa @) benefit from a path diversity service based on our work.

od(T) M(o,d) - Koa(r) 8) VIII. A CKNOWLEDGEMENT
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useful in relay placement considering the real traffic matrixjs supported by Brain Korea 21 Project through the school
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disjoint overlay paths for traffic that span multiple ASedDiscrete Mathematics and Theoretical Computer Science). We
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Since most ASes do not publish their routing policies (such ¥8luable comments.

local preferences in BGP), we may need to infer inter-domain
routing paths from the publicly available BGP feeds as in [20].
Potential challenges include: (1) AS-level path inference (sincg;
BGP is policy-based); (2) asymmetries of AS paths [254.,(
forward and backward paths may require different relays); and!
(3) realistic traffic matrix that span multiple ASes. Noting thats
BGP’s best path selection is based on a destination prefi&l
instead of a destination AS, relay nodes should be selected per
prefix, rather than per AS. Finding a small set of relay nodeg;
that minimizes the number of overlapped links under different
and partly unknown routing regimes is far more challenging
We leave the overlay design issues in inter-domain setting for
future work. [71

e Physical Layer Path DiversityDur work considers layer-3
path diversity, which is distinct from the physical layer pathl®]
diversity. At the physical layer, disjoint IP layer paths mayg
run over the same optical fiber. For more robustness against
link failures, cross-layer check for disjoint paths should H&°!
added [33]. Large ISP networks have access to their physicak
layer topology map, and thus intra-domain path diversity may
be strengthened greatly by considering these maps. (12]

VII. CONCLUSIONS [13]

In this work, we identify the problem of relay node place-
ment in an intra-domain setting for path diversity. An end[14]
to-end connection may use more than one path to guard
against temporary outages from frequent network chang 1%]
provided that those paths are completely disjoint. In reality,
unfortunately, it is often not possible to find completely
disjoint paths for all node pairs. We formalize the notioR-6]
of penalty to quantify the quality degradation when partial
overlap between the default and overlay paths is allowed, and
present two efficient heuristic algorithms that choose rel
nodes with the penalty close to minimum. Using three differe
types of network topologies, network snapshots, and network
event log, we show that a very small number of relay nod&¢!
(typically fewer than 10% of the total number of nodes),
are sufficient to provide much heightened level of protectidpo]
against everyday network changes.

There are a number of applications that can exploit pa[t%]l]
diversity for improved QoS within an AS(g, on-line game

8]
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APPENDIX
A. Integer Programming Formulation

The objective function has a form that maximize (or mini-
mize) the sum of all variables. More specifically, the objective
functions are stated as the following. The 0-1 variahle €
V, indicates whether the locationis selected as a relay, and
the 0-1 variabler;;, 4,4,z € V, indicates whether OD pair
(4, 2) is assigned to the relay at

minimize Z K. (i) 2ije 9)

1,J,2EN

subjectto Y ;. >1 foreachj,zeV,  (10)

eV
2, <y; foreachi,jzeV, (12)
>y <k, (12)
eV
z;;. € {0,1}, foreachi,j,zeV, (13)
y; € {0,1}, foreachicV. (14)

The set of constraints (10) ensures that each OD (gair)

is assigned to some relaye V, the set of constraints (11)
ensures that, whenever OD péjt ) is assigned to a relay
then a relay must have been selected] ahd (12) ensures that
at mostk relays are chosen. Due to computational complexity,
solving the problem is usually done relaxing the constraints
(13) and (14) and allowing the;;. andy; to take rational
values between 0 and 1.
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