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Abstract 

A video stream consists of a number of shots each of which has the boundary property, such as cut, fade, dissolve, wipe, 
etc. The shot boundary such like cut is detected easily through any previous works. However, the videos with more than 

two types of shot and the large motion of camera or objects have difficulties in extracting the boundary between the 
adjacent shots. False alarms are increased in such a shot with camera and object movements. This paper proposes the shot 
detection algorithm which accentuates edit constancy effects while suppressing motion effects using low pass filtering in 

histogram space. Edit constancy effects are defined as shapes of cut or fade/dissolve in low pass filtered frame 
differences signal. And this paper also presents the shot representation method selecting key frames effectively based on 
contents within a shot. 
 

1. Introduction 

A shot is defined as the consecutive frames from the 
start to the end of recording in a camera. It shows a 

continuous action in an image sequence. The cut 
boundaries show an abrupt change in image intensity or 
color, while those of fades or dissolves show gradual 
changes between frames. The detection of the latter is 

more difficult than the detection of the former. The 
image motion due to camera or object movements 
makes the shot boundary detection problem more 

complex. There is also a slow change in intensity for 
the frames with image motion. These may take their 
changes as shot boundaries resulting in false alarms 
which cause degrade the precision. 

Twin-comparison [1] was developed to find shot 
boundaries among cuts and fades/dissolves using two 
thresholds. Gunsel and Tekalp [4] proposed one 
threshold method using Otsu method to find the 

threshold automatically. However, this system was 
presented for detection of cut-type shot boundaries. In 
model-based method [3,5], the edit effect showing 
gradual changes(fades, dissolves, etc) presents edit 

invariant property that is used in classifying shot 
boundaries.  

This paper proposes a framework in which 

accentuates edit constancy effects by applying low pass 
filtering to histogram differences between frames, while 
suppressing motion effects causing false alarms. Edit 
constancy effects are rectangular shapes of cut and 

triangular shapes of fades/dissolves in filtered 
histogram differences after applying window 
convolution to original histogram differences. And this 
paper also presents the shot representation method 

showing the key frames effectively based on contents in 
each shot. The most common method to select key 
frames is the temporal sampling method. But this 
method does not provide the successful representation 

in general. This paper presents in details the shot 
detection method in section 2 and the key -frame 
selection method in section 3. 

 

2. Shot boundary detection in low-pass 

filtered histogram space 

First, using equation (1), color histogram differences 
between adjacent frames are calculated and showed in 
Fig. 1(A). G is the number of histogram bins. Fig. 1(A) 

shows that the sharp peaks are presented in cut 
boundaries and their values are large relative to other 
boundary values. In dissolves or fades, the differences 
and the rate of change are small. However, the 

differences values don’t make constant plateau. Fig. 
1(A) also shows the differences between frames with 
large camera motion are changed arbitrarily in 

magnitude, and are falsely detected as cut-type 
boundaries. These differences due to the large camera 
motion are detected as false alarms in most shot 
detection systems without motion analysis. Now, the 



differences in frames with small camera motion are 

smaller than those of frames with large camera motion, 
but are comparable to those of gradually changed 
frames, such as dissolve frames. These also result in 
false alarms. Fig. 1(B) shows the filtered frame 

differences which are generated by average-clipping 
and then applying a local window convolution to Fig. 
1(A). This figure represents clear shapes of each shot 
boundary, e.g., the rectangular shape for cut-type 

boundaries and the triangular shapes for dissolve-type 
boundaries. This paper defines edit constancy effects as 
the rectangular shape for the cut and the triangular 

shape for gradually scene change, such as fade or 
dissolve. 
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Fig. 1 (A) Histogram differences between frames (B) 
Low-pass filtered histogram differences between 

frames 

 
The color histogram differences between adjacent 

frames are defined as the following. 
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In an ideal case, the cut boundary showing abrupt frame 
change is represented by delta function like equation 

(3). The gradual scene change such as fade or dissolve 
shows the form of equation (4) if the differences 
between frames are constant during the transition 
between two shots.  
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Noises and motion in an image can be reduced by 
clipping fd[i] by average of frame differences. This 
clipped signal fdclip[i] is represented in equation (5). 
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Convolving the fdclip[i] by the window whose width is 

M and magnitude 1/M, we get equation (6) generating 
the Fig. 2(B). After this convolution process, the cut 
boundary has the form of equation (7) and the gradual 
scene change has the form of equation (8). 
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Note that the rectangular shape is generated for the cut 
boundary from equation (7) and the triangular shape is 
generated for the boundary with gradual scene changes, 
fade or dissolve from equation (8). We define these 

shapes as edit constancy effects. After convolution, 
Otsu method is applied to find one threshold that is 
used to determine shot boundaries above threshold. For 
the cut, the center of a rectangle is declared a boundary 

frame, while the two ends of tail in a triangle are 
declared two boundaries for gradual scene changes, 
fade/dissolve. The optimal threshold is found by 

minimizing equation of Otsu method (9). 
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3. Key frames selection using adaptive 

temporal sampling 

 
There are two commonly employed representations 

of video contents: shot-based and object-based. The 

efficient shot representation and visualization is 
important for indexing performance and user interface. 
In the shot-based video indexing system, the 
representation of the visual contents in a shot is 

generally achieved by using key frames. For some 
applications, such as news video indexing, a single 



frame may be sufficient to represent the contents of the 

entire frames in a shot. However, if the shot has more 
complex contents, more key frames are needed. The 
most common method to select key frames is the 
temporal sampling method. This method is easy to use 

and fast. But this method does not provide the 
successful representation in general because it does not 
consider the variation of the contents within a shot. The 
other approaches, such as clustering [2] and automatic 

threshold method [4], were proposed. These methods 
select the frames that have the large difference to the 
previous frame in color as the key frames. But, to 

represent the shot contents as a whole, key frames must 
contain the event flow within the shot, although there 
are not large differences between successive frames. In 
the Fig. 1, region 1 and region 3 have the larger color 

change between successive frames than region 2. This 
implies that there may be some meaningful events in 
the region 1 and region 3. If we select key frames by 
temporal sampling(Fig. 2(A)), we have small number 

of frames in the region 1 and region 3 but large number 
of frames in the region 2. This sampling method is not 
efficient, and the selected key frames do not provide 
successful representation of the shot. Also, if we use 

the automatic threshold method, we couldn’t obtain any 
information about region 2. 
 

   

Fig. 2: Temporal sampling (A) and Adaptive 
temporal sampling(B) 

 
To overcome these limitations, we propose an 
algorithm, called adaptive temporal sampling. We use 
color histogram differences which are obtained in a 
shot change detection process as feature data, given by 

equation (2). The sum of feature is defined the 
accumulated value of the color histogram differences in 
a shot. In the Fig. 2, y-axis denotes the sum of feature 

value. The adaptive temporal sampling method results 
in the key frames that are sampled at the constant 
interval in y-axis. So automatically we can get a larger 
number of frames in the region 1 and region 3 and 

small number of frames in the region 2. In other words, 
we select more frames in a rapidly changing shot region 

using this method. Also, the event flow of the shot 

content is acquired. Fig. 2 shows the two different 
methods of the key frame selection. 
 

4. Experiments & Results 

 
A golf video in this figure is a competition game of 

Tiger Woods & David Duval. All experiments are done 

in golf videos. The performances are evaluated based 
on equation (10). A Golf video has various types of 
shot boundary, the large camera movements and large 

object motion. The scenes with camera tracking a golf 
ball which is hit by a golf club and then flying onto the 
sky and falling onto the green are usually mistaken as 
consisting of a few shots, which cannot be avoided in 

any shot detection systems without exact motion 
analysis and object tracking. After applying the 
proposed shot detection algorithm to three golf videos, 
we can get the results presented in Table 1. Two videos 

except “Woods & Duval II” have scenes with camera 
tracking a ball flying into the sky and falling onto the 
green. These scenes result in a few false alarms which 
decrease precision. Table 1 shows a high precision 

result on “Woods & Duval II” and low precision results 
on others. 

AlarmsFalseCorrect

Correct
ecision

MissedCorrect

Correct
call

 
Pr

Re

+
=

+
=

      (10) 

Fig. 3 represents the change of color histogram 

differences before and after the low pass filtering is 
applied. In Fig. 3(A) showing the histogram differences 
between frames according to equation (2), there are 
difficulties in discriminating between camera 

movement and dissolve frames. In the Fig. 3(B), on the 
contrary, the clear detection between shot boundaries 
and camera movements is possible after the low-pass 
filtering is applied to an original sequence of 

differences. The threshold found by Otsu method is 
presented in Fig. 3(B) 

Fig. 4 shows the key frame selection results. The 

shot contains the 136 frames and the frame number in 
the shot is from 341 to 476. Fig. 4(A) shows the key 
frames selected by thresholding the color histogram 
differences. The key frames are selected within 14 

frames. This method does not represent the whole shot 
contents. Fig. 4(B) shows the results of proposed 



algorithm. The result shows that the selected the key 

frames represent the whole shot contents. 
 

Table 1 Precision and Recall results on golf videos 

PGA 
(4724 

frames) 

Woods & 
Duval I 
(1609 

frames) 

Woods & 
Duval II 

(no dissolve) 
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Recall 0.9
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0.95 0.9
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0.80 0.96  

Precis
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0.8
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0.84 
0.8
2 

0.57 0.96  

 

 
(A) Histogram differences between frames 

 
(B) Low-pass filtered histogram differences between 

frames 

Fig. 3 Histogram differences between frames 
 

 

427     428      436      437      440 
(A) Using frame difference threshold method 

 

358     394      420      437      460 

(B) Using proposed algorithm 

Fig. 4 Key frames and the frame number 
 

The key frames selected by the proposed algorithm 

show the shot content more effectively than other 

conventional algorithms. Fig. 5(A) shows the color 

histogram differences and threshold value, and Fig. 
5(B) shows the accumulated histogram differences and 
sampling ratio. In Fig. 5(A) the key frames are selected 
only in a part of the shot. 

 

 

Fig. 5 Frame feature and the sum of frame feature. 
 

5. Conclusions & Further Works 

 
We have presented in this paper the shot detection 

algorithm and the key frames selection method. The 
proposed shot detection method utilizes low-pass filter 

to reduce false alarms caused by image motion such as 
camera and objects movements. Because this method 
uses only color histograms as feature data, the edit 
constancy effects are usually distorted in real images. 

New features resulting in edit constancy effects similar 
to ideal ones will be developed in the future. For the 
key frames selection method, we also proposed the 

adaptive temporal sampling algorithm. The 
experimental results show that this algorithm select key 
frames considering the temporal variation of the 
histogram differences  automatically. For more 

meaningful key frame selection, more information of 
the frame is needed, such as motion, texture. 
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