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Abstract

The	Internet	is	a	public	environment	where	people	increasingly	share	information	and	exchange	opinions.	Not	everyone	can	afford	the	costs	of	using	the	Internet,	causing	online	opinions	to	be	distorted	in	favor	of
certain	social	groups.	This	study	examines	the	effect	of	the	digital	divide	on	opinion	formation	using	the	agent-based	modeling	(ABM)	method.	It	extends	the	bounded	confidence	model	to	incorporate	an	online
context	and	introduces	accessibility	and	connectivity	as	new	parameters.	The	simulation	results	indicate	that	connected	agents	are	quicker	to	converge	on	a	certain	opinion	than	disconnected	agents.	Connected
agents	form	an	opinion	cluster	while	disconnected	agents	are	scattered	over	a	broad	range	of	opinions.	The	results	also	show	that	social	harmony	is	harder	to	achieve	as	an	individual's	ability	to	communicate	their
own	opinion	improves.	Both	connected	and	disconnected	agents	are	more	likely	to	become	a	minority	with	higher	accessibility.	Disconnected	agents	are	11	to	14	times	more	likely	to	become	a	minority	than
connected	agents,	which	suggests	that	the	digital	divide	may	be	associated	with	discrimination.	This	study	provides	additional	insights	for	academia	as	well	as	practitioners	on	opinion	formation	in	the	digital
divide.	Research	limitations	are	addressed	along	with	suggested	future	research	directions.
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	Introduction

1.1 The	Internet	is	a	public	environment	where	people	share	information	and	exchange	opinions.	The	participatory	culture	cultivated	on	the	Internet	promotes	democratic	values	of	involvement	and	openness	(Kann	et
al.	2007).	Online	discussions	are	a	popular	means	for	facilitating	public	deliberations	(Ho	&	McLeod	2008).	Social	networking	sites	are	popular	outlets	on	the	Internet	for	politicians	to	convey	their	message	and
stimulate	support	(Gueorguieva	2008).	Well	over	half	of	all	American	adults	use	social	networking	sites	and	a	majority	of	those	individuals	engage	in	civic	or	political	activities	using	social	media	(Rainie	et	al.	2012).

1.2 The	Internet	presents	opportunities	for	both	consumers	and	producers.	The	Internet	enhances	the	power	of	consumers	by	reducing	information	asymmetry	and	improving	market	transparency	(Rezabakhsh	et	al.
2006).	Popular	goods	and	services	can	easily	be	found	online	and	are	often	sold	by	numerous	vendors,	giving	consumers'	tremendous	purchasing	power.	Producers	also	leverage	the	Internet	in	creative	ways,
such	as	involving	consumers	in	the	product	development	process	(Sawhney	et	al.	2005).	On-demand	product	customization	and	real-time	consumer	analytics	are	possible	for	online	businesses	(Cho	&	Fiorito
2009;	Watson	et	al.	2006).

1.3 Information	technology	and	the	Internet	are	restricted	to	those	who	have	access	to	these	tools,	a	phenomenon	known	as	the	digital	divide.	The	demographics	of	an	individual	that	is	online	is	typically	different	than
an	individual	that	is	offline.	Online	information	and	opinions	can	be	distorted	in	favor	of	certain	social	groups	which	may	propagate	biased	information	online.	The	effect	of	the	digital	divide	on	opinion	formation	has
yet	to	be	examined	despite	its	importance	in	the	global	transition	towards	an	information	society.

1.4 Many	digital	divide	studies	focused	on	demographic	patterns	which	distinguish	the	haves	from	the	have-nots	(Goldfarb	&	Prince	2008;	Rogers	2001;	Wilson	et	al.	2003),	but	few	empirically	examined	the
consequences	of	post-access	disparities	(Van	Dijk	2006).	Consequences	are	important	to	examine	as	these	outcomes	detail	the	impact	that	the	digital	divide	has	on	the	utilization	of	new	technical	opportunities.
Most	digital	divide	studies	are	static	and	focused	on	a	specific	moment	in	time.	Technology	diffuses	rapidly	through	competition	and	support	from	government	policies	(Bohlin	et	al.	2010;	Stoneman	&	Diederen
1994).	The	dynamic	aspects	of	technology	diffusion	should	be	addressed	to	acquire	a	deeper	understanding	of	the	digital	divide	phenomenon.	This	study	experiments	with	multiple	contexts	using	the	agent-based
modeling	(ABM)	method	to	extend	the	work	of	previous	digital	divide	studies.

Digital	Divide

2.1 New	technologies	typically	follow	an	adoption	pattern	that	starts	with	a	few	adopters,	and	as	time	passes,	the	penetration	rate	increases	until	reaching	a	point	of	saturation	(Robertson	1967).	The	gap	between
individuals	who	have	access	to	new	technologies	and	those	who	do	not	is	usually	referred	to	as	the	digital	divide	(Compaine	2001;	Van	Dijk	2006).

2.2 The	digital	divide	is	associated	with	negative	outcomes.	Van	Dijk	( 2006)	suggested	that	the	digital	divide	may	cause	technological,	immaterial,	social,	and	educational	types	of	inequality.	Individuals	who	lack
access	to	information	technology	are	disadvantaged	in	knowledge-based	societies	and	economies	(Chen	&	Wellman	2004).	For	example,	information	technology	can	provide	a	wide	range	of	online	services	for
homebound	older	adults	to	manage	their	health	at	a	time	when	the	aging	population	reaches	unprecedented	growth	(Choi	&	DiNitto	2013).	Further,	e-government	is	an	important	means	to	break	barriers	and	bring
government	assistance	to	all	citizens	(Venkatesh	et	al.	2013).	Digital	media	usage	is	a	strong	predictor	of	political	participation	(Dimitrova	et	al.	2011),	which	implies	that	a	digital	divide	may	result	in	political
alienation	of	those	who	lack	digital	media	access.	A	participation	gap	exists	even	among	individuals	who	are	online,	so	the	voices	of	those	who	are	well-trained	to	use	information	technology	tend	to	dominate	on	the
Internet	(Schradie	2011).

2.3 Early	digital	divide	studies	focused	on	physical	access	to	computers	and	the	Internet	as	a	key	metric	(Cullen	2001;	Hoffman	&	Novak	1998;	Katz	&	Aspden	1997;	Rogers	2001).	Physical	resources	are	not	sufficient
to	gauge	the	true	digital	divide	as	computer	literacy,	and	individual	motivation	also	influence	an	individual's	ability	to	participate	online	(Kvasny	&	Keil	2006;	Van	Dijk	2006).	The	term	'digital	divide'	implies	a	gap
between	the	haves	and	have-nots,	but	a	discrete	classification	may	not	be	the	best	measure	of	this	phenomenon	(Gunkel	2003;	Lenhart	&	Horrigan	2003;	Potter	2006).	Gadgetry	ownership	and	amount	of	time
online	are	both	measures	of	the	digital	divide,	but	fail	to	capture	the	socioeconomic	and	demographic	inequalities	characteristic	of	this	phenomenon	(Jung	2008).	Internet	connectedness	and	the	Internet
Connectedness	Index	(ICI)	are	alternative	measures	to	better	represent	the	digital	divide	(Jung	et	al.	2001).

2.4 This	study	introduces	Internet	connectedness	in	an	opinion	dynamics	model	as	a	means	to	simulate	a	society	in	which	a	pronounced	digital	divide	exists.	Prior	studies	suggest	that	connectedness	is	a	multifaceted
measure,	consisting	of	both	accessibility	and	connectivity.	Accessibility	is	the	proportion	of	individuals	who	have	physical	access	to	information	technologies.	Although	individuals	have	different	levels	of	access	to
technology	(Warschauer	2003),	it	was	assumed	to	be	binary	(e.g.	connected	or	disconnected)	in	this	study	for	ease	of	implementation.	When	an	individual	writes	his	or	her	opinion	online,	the	opinion	may	be	read
by	multiple	agents.	Connectivity	is	the	proportion	of	individuals	that	read	the	same	opinion	among	the	entire	online	population.	Prior	studies	suggested	that	Internet	usage	and	Internet	self-efficacy	are	positively
associated	with	social	outcomes	(Eastin	&	LaRose	2000;	LaRose	et	al.	2001).	The	number	of	friends	that	an	individual	has	online	depends	on	their	ability	and	motivation	to	use	the	technology.	As	an	individual	is
more	competent	at	using	technology	and	is	more	motivated	to	use	digital	media,	the	more	likely	that	individual	will	be	connected	via	digital	media.	Connectivity	is	assumed	to	capture	an	individual's	ability	and
motivation	to	use	information	technology.

Bounded	Confidence	Model

3.1 Social	scientists	perform	experiments	with	various	social	theories	virtually	by	employing	the	agent-based	modeling	(ABM)	method	(Davidsson	2002).	This	study	examines	opinion	dynamics,	one	of	the	most	studied
issues	with	ABM,	specifically	the	bounded	confidence	model	of	Deffuant	et	al.	(2000).	The	bounded	confidence	model	focuses	on	individuals	that	are	willing	to	communicate	with	peers	who	have	similar	opinions
and	tend	to	ignore	peers	with	sufficiently	different	opinions.	If	two	agents	have	opinions	x	and	x'	and	their	opinions	are	close	enough,	the	model	is:

(1)
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where	d	is	the	uncertainty	interval	and	μ	is	the	convergence	parameter.	An	individual	with	a	broad	uncertainty	interval	would	listen	to	those	who	have	a	far	different	opinion	from	their	own.	The	uncertainty	interval
captures	the	open-mindedness	or	tolerance	of	individuals	(Weisbuch	et	al.	2005).	The	convergence	parameter	determines	the	extent	to	which	individuals	are	influenced	by	others'	opinions.	The	higher	the
convergence	parameter,	the	more	likely	an	individual	will	adjust	their	opinion	to	resemble	others'	opinions.

3.2 The	Deffuant	et	al.	(2000)	bounded	confidence	model	has	been	employed	by	several	researchers.	Some	researchers	have	tested	the	bounded	confidence	model	with	different	network	structures	(Amblard	&
Deffuant	2004;	Deffuant	2006;	Gargiulo	&	Mazzoni	2008;	Kozma	&	Barrat	2008;	Weisbuch	2004;	Weisbuch	et	al.	2005)	while	others	introduced	additional	rules	of	agent	interaction	(Afshar	&	Asadpour	2010;
Deffuant	et	al.	2002;	Jager	&	Amblard	2005;	Mckeown	&	Sheehy	2006;	Urbig	2003;	Urbig	et	al.	2008).	Deffuant	et	al.	(2002)	developed	a	relative	agreement	model	where	an	agent's	opinion	and	uncertainty	are
affected	by	interactions,	which	resulted	in	an	opinion	polarization	not	observed	in	the	original	model.	Jager	and	Amblard	(2005)	extended	the	model	to	incorporate	social	judgment	theory	by	splitting	uncertainty
interval	into	latitude	of	acceptance	and	latitude	of	rejection.	Mckeown	and	Sheehy	(2006)	added	mass	media	communication	to	the	model	and	demonstrated	that	four	dynamical	regimes	(constant	change	of
opinion,	polarization	into	two	extreme	groups,	settlement	at	one	extreme	opinion,	and	two	extreme	and	a	few	central	groups)	were	observable	depending	on	the	parameterized	environments.	The	extensions	to	the
Deffuant	et	al.	(2000)	bounded	confidence	model	expanded	the	understanding	of	opinion	dynamics.

3.3 Extensions	to	the	Deffuant	et	al.	(2000)	bounded	confidence	model	primarily	consist	of	one-to-one	synchronous	communication	between	two	agents	although	alternative	forms	of	communication	are	more	prevalent
on	the	Internet.	Online	communication	changed	the	way	through	which	individuals	communicate	with	each	other	(Zhao	2006).	Morris	and	Ogan	(1996)	grouped	online	communication	into	four	categories:	(1)	one-to-
one	asynchronous	communication;	(2)	many-to-many	asynchronous	communication;	(3)	synchronous	communication	that	can	be	one-to-one,	one-to-few,	or	one-to-many;	and	(4)	asynchronous	communication	in
which	a	receiver	seeks	to	access	information.

3.4 Asynchronous	communication	is	commonly	engaged	in	an	online	environment	(Althaus	1997;	Dahlberg	2001).	Usenet,	electronic	bulletin	boards,	blogs,	and	social	network	sites	are	one-to-many	or	many-to-many
asynchronous	communication	mediums	that	individuals	utilize	to	disclose	their	opinions	online.	One-to-many	communication	was	tested	in	a	model	incorporating	mass	media	(Urbig	et	al.	2008),	but	the	model	still
assumed	that	agents	communicate	in	a	one-to-one	manner	and	only	mass	media	was	able	to	deliver	their	message	to	many	individuals.	Online	media	such	as	blogs	and	social	network	sites	are	progressively
competing	with	traditional	media	(Johnson	&	Kaye	2004;	Meraz	2009).	The	characteristics	of	asynchronous	one-to-many	communication	must	be	modeled	to	understand	opinion	dynamics	in	a	society	where	online
communication	is	increasingly	prevalent.

3.5 This	study	extends	the	bounded	confidence	model	of	Deffuant	et	al.	(2000).	The	original	model	is	adapted	to	the	context	of	online	media	examining	asynchronous	one-to-many	communication.	This	study	also
investigates	how	different	levels	of	accessibility	and	connectivity	affect	consensus	formation.

Measures

4.1 Multiple	measures	are	examined	to	determine	how	different	levels	of	the	digital	divide	affect	opinion	formation,	such	as	the	number	of	clusters,	maximum	cluster	size,	the	Herfindahl-Hirschman	Index	(HHI),	and	the
exclusion	of	disconnected	agents	from	a	majority	opinion.	The	number	of	clusters	is	essential	to	examine	because	it	implies	whether	opinions	are	merged	into	a	single	consensus	or	fragmented	into	a	few	clusters.
The	number	of	clusters	does	not	indicate	whether	agents	are	evenly	distributed	among	several	opinion	clusters	or	heavily	concentrated	on	a	certain	cluster.	Additional	measures	like	the	maximum	cluster	size	and
the	HHI	are	investigated	together	to	compensate	for	the	limitation	of	solely	examining	the	number	of	clusters.	This	study	used	major	clusters	that	exclude	minor	clusters.	Following	Urbig	et	al.	(2008),	clusters	with	a
size	over	dN/2	are	considered	major	clusters	where	d	is	the	uncertainty	interval	and	N	is	the	population	size.	Clusters	with	a	size	under	dN/2	are	considered	to	have	minor	opinions.

4.2 Agents	are	segregated	into	several	opinion	clusters	over	interactions,	but	a	few	agents	may	not	find	any	cluster	to	join	because	the	agents	have	opinions	that	are	too	different	from	others.	Agents	that	do	not	find	a
cluster	to	join	are	called	isolated	agents.	Social	isolation	is	assumed	to	be	harmful	because	it	would	weaken	the	social	capital	and	hinder	building	social	trust	as	well	as	reciprocal	altruism	(Putnam	1995).

4.3 HHI	is	one	of	the	most	frequently	used	measures	of	market	concentration	and	is	the	sum	of	squared	market	shares	of	all	firms	in	a	market	(Hannan	1997).	HHI	indicates	the	degree	to	which	opinions	are	integrated
into	a	consensus	or	fragmented	into	several	opinion	groups.	The	maximum	value	of	HHI	is	1.0,	which	indicates	that	all	opinions	have	converged	on	a	single	point.	HHI	is	calculated	as:

(2)

where	n	is	the	total	number	of	clusters,	si	is	the	number	of	agents	who	are	contained	in	the	i-th	cluster,	and	N	is	the	number	of	all	agents.	The	number	of	connected	agents	in	minor	clusters	and	the	number	of
disconnected	agents	in	the	minor	clusters	are	compared	to	examine	the	way	that	the	digital	divide	results	in	an	inequality	in	opinion	formation.	The	number	of	agents	in	the	minor	clusters	refers	to	the	number	of
agents	who	are	not	included	in	the	major	opinion	clusters.	The	number	of	agents	in	the	minor	clusters	reveals	how	various	levels	of	the	digital	divide	may	result	in	different	opinions.

Model	and	Simulation

5.1 The	original	bounded	confidence	model	assumes	synchronous	one-to-one	communication.	A	mutual	exchange	of	opinions	is	normal	in	face-to-face	interactions,	but	online	communication	usually	involves
asynchronous	one-to-many	communication	where	opinions	flow	in	one	direction.	An	individual	can	express	an	opinion	in	a	newsgroup,	a	blog,	a	social	network	site,	or	a	web	bulletin	board	that	takes	time	to	be	read
by	others.	The	individual's	opinion	does	not	change	as	others	read	the	opinion,	but	it	may	change	theirs.	Individuals	sometimes	send	feedback	to	the	writer	via	comments	or	replies.	Although	such	a	feedback
process	is	not	explicit	in	the	model	of	this	study,	repeated	opinion	exchanges	are	assumed	to	capture	instances	in	which	feedback	is	sent	to	the	writer.	An	individual's	opinion	may	also	influence	multiple	individuals
on	the	Internet	because	a	newsgroup,	a	blog,	a	social	network	site,	or	a	web	bulletin	board	usually	has	an	audience	of	multiple	individuals,	not	a	single	person.	This	study	employs	the	opinion	updating	rule	as:

(3)

where	x	is	an	opinion	that	is	written	on	the	Internet,	and	x'	is	an	opinion	of	an	agent	who	reads	the	opinion.	An	agent	who	can	communicate	with	others	in	both	the	online	and	offline	environment	is	a	connected
agent,	while	an	agent	who	remains	offline	is	a	disconnected	agent.

5.2 Connected	agents	are	assumed	to	have	the	physical	resources,	motivation,	and	skills	to	use	the	Internet.	The	type	of	media	that	an	individual	uses	affects	his	or	her	level	of	openness.	Every	site	on	the	Internet
ideally	is	open	to	everyone.	Usenet	newsgroups	are	open	to	everyone	on	the	Internet	and	are	a	destination	for	open	conversation	and	discussion	because	newsgroups	are	not	managed	by	a	single	authority
(Himelboim	et	al.	2009).	Blogs	are	another	type	of	media	commonly	open	to	everyone	because	blog	users	are	intrinsically	motivated	to	share	their	thoughts	and	experiences	with	others	(Hsu	&	Lin	2008).	The
network	structure	of	a	completely	open	environment	can	be	modeled	with	a	complete	topology	in	which	each	pair	of	nodes	is	connected.

5.3 Some	websites	have	limited	openness	and	are	restricted	to	their	subscribers.	Individuals	can	communicate	only	with	their	online	friends	in	a	social	network	site.	Individuals	cannot	read	postings	on	Facebook	that
are	not	relevant	to	their	friends.	The	network	structure	of	a	restricted	environment	is	bounded	by	the	connection	of	online	friends,	which	may	exhibit	small-world	and	scale-free	properties	(Fu	et	al.	2007).	This	study
considers	the	Internet	as	a	virtual	sphere	where	all	citizens	gather	together	for	public	deliberation.	The	simulations	were	run	assuming	that	all	agents	were	connected	with	each	other.

5.4 Table	1	presents	the	pseudo	code	of	the	simulation.	Each	agent	is	determined	randomly	to	be	connected	or	disconnected	at	the	beginning	of	the	simulation.	The	number	of	connected	agents	is	proportional	to
accessibility.	The	simulation	process	begins	with	a	random	agent	selected	among	all	agents.	An	agent	that	is	not	connected	will	communicate	offline	and	interact	with	another	agent	following	equation	(1).	An	agent
that	is	connected	may	interact	in	either	online	or	offline	modes.	An	agent	that	communicates	their	opinion	offline	interacts	with	another	agent	following	equation	(1).	An	agent	that	communicates	their	opinion	online
interacts	with	a	number	of	other	connected	agents,	which	impacts	each	of	their	opinions	following	equation	(4).

5.5 The	number	of	individuals	engaged	in	online	communication	is	determined	based	on	his	or	her	connectivity.	The	simulation	process	was	repeated	for	100,000	iterations.	Agents	within	the	uncertainty	interval	of	a
larger	opinion	cluster	were	assumed	to	be	in	that	cluster	at	the	end	of	a	simulation.	This	study	employed	NetLogo	to	conduct	the	simulations.	The	simulation	file	can	be	accessed	at	the	OpenABM	website
(http://www.openabm.org/model/3361).

Table	1:	Simulation	pseudo	code
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5.6 Table	2	lists	the	parameters	used	in	the	simulation.	One	thousand	agents	were	used	in	the	simulation.	The	uncertainty	interval	(d)	varied	from	0.10	to	0.50	with	an	interval	of	0.01	while	the	convergence	parameter
(μ)	was	fixed	at	0.2.	Accessibility	ranged	from	0.0	to	1.0	with	an	interval	of	0.1	as	connectivity	ranged	from	0.05	to	1.00	with	an	interval	of	0.05.	Accessibility	determines	the	size	of	the	online	population.	No	agents
have	online	access	when	accessibility	is	0.0.	Every	agent	has	online	access	when	accessibility	is	1.0.	Connectivity	determines	the	number	of	individuals	that	a	connected	agent	can	deliver	his	or	her	message	to
online	at	once.	A	connected	agent	can	reach	half	of	the	other	connected	agents	with	a	connectivity	of	0.5.	A	connected	agent's	opinion	can	be	delivered	to	all	of	the	other	connected	agents	at	once	when
connectivity	is	1.0.

5.7 This	study	investigated	the	effects	that	the	digital	divide	has	on	inequality	so	sources	of	inequality	were	controlled.	Accessibility	rather	than	connectivity	was	examined	in	this	study	since	physical	resources	are	a
prerequisite	for	an	individual	to	have	online	access.	Connectivity	was	controlled	and	assumed	to	be	homogeneous	among	all	connected	agents.	All	simulation	results	were	averaged	over	100	runs.	Previous	studies
employed	a	convergence	parameter	(μ)	of	either	0.2	or	0.3	(Weisbuch	et	al.	2002;	Amblard	&	Deffuant	2004;	Deffuant	2006;	McKeown	&	Sheehy	2006).	This	study	conducted	simulations	with	a	convergence
parameter	of	0.2	because	the	connected	agents	more	efficiently	converged	in	pilot	simulations	on	a	consensus	with	0.2	than	with	0.3.

Table	2:	Model	parameters

Parameter
Value Level Remarks

Simulation	repetition 100 Population
Population	(N) 1,000 Population
Accessibility 0.0	−	1.0 Population 0.1	interval
Connectivity 0.05	−	1.00 Agent 0.05	interval
Uncertainty	interval	(d) 0.10	−	0.50 Agent 0.01	interval
Convergence	parameter	(μ) 0.2 Agent

Comparison	with	the	Original	Model

6.1 Figure	1	illustrates	the	change	in	the	expected	number	of	opinion	clusters	with	an	increase	in	accessibility.	Figure	1(a)	models	the	original	model,	zero	accessibility.	Figure	1(a)	has	plateaus	where	all	simulations
result	in	the	same	number	of	opinion	clusters	(e.g.,	one	opinion	cluster	or	two	opinion	clusters).	The	plateaus	disappear	in	Figures	1(b),	(c)	and	(d)	as	accessibility	increases.	Only	one	cluster	was	observed	in	the
original	model	for	an	uncertainty	interval	greater	than	0.3.	Figure	1(d)	models	accessibility	at	1.0	and	only	one	cluster	is	observed	at	an	uncertainty	interval	greater	than	0.49.
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Figure	1.	Probability	of	getting	a	certain	number	of	opinion	clusters	as	a	function	of	uncertainty	interval	(μ	=	0.2,	N	=	1000).	Each	curve	represents	a	different	number	of	opinion	clusters.

6.2 Figure	2	also	illustrates	the	change	in	the	expected	number	of	opinion	clusters	with	an	increase	in	accessibility,	but	in	a	different	way	so	that	the	curves	with	different	levels	of	accessibility	can	be	directly	compared.
The	simulation	with	an	accessibility	of	0.0	in	Figure	2(a)	can	result	in	diversified	outcomes	(e.g.,	one,	two,	or	three	opinion	clusters)	when	the	uncertainty	interval	is	between	0.24	and	0.30.	The	figure	shows	that	the
diversified	outcome	range	gets	wider	as	accessibility	increases.	In	Figure	2(a),	when	the	accessibility	is	1.0,	the	simulations	result	in	diversified	outcomes	in	the	uncertainty	interval	range	of	0.22	to	0.48.	A	similar
tendency	is	observed	in	Figure	2(b),	(c),	and	(d).	Opinions	are	more	diversified	in	a	society	where	information	technology	is	widely	adopted.	Individuals	that	communicate	online	are	quicker	to	unite	into	a	group
because	they	interact	with	other	individuals	in	the	online	environment.	An	opinion	will	be	sustained	and	will	grow	if	the	group	is	located	far	enough	from	other	groups	and	the	opinion	attracts	nearby	individuals.
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Figure	2.	Probability	of	getting	a	certain	number	of	opinion	clusters	as	a	function	of	uncertainty	interval	(μ	=	0.2,	N	=	1000).	Each	curve	represents	a	different	level	of	accessibility.

6.3 Individuals	encounter	more	diverse	opinions	on	the	Internet.	Online	anonymity	facilitates	an	individual	to	express	novel	ideas	(Suler	2004).	Extremists	who	assert	socially	undesirable	ideas	like	racism	show	their
presence	on	the	Internet	(Burris	et	al.	2000;	Gerstenfeld	et	al.	2003).	Adrianson	and	Hjelmquist	(1991)	suggested	that	it	is	harder	to	reach	consensus	in	computer-mediated	communication	(CMC)	than	in	face-to-
face	communication,	and	it	implies	that	there	will	be	more	diverse	opinions	online.

Social	Consensus

Figure	3.	Expected	number	of	major	clusters	(a)	as	a	function	of	uncertainty	interval	-	each	curve	represents	a	different	level	of	accessibility,	(b)	as	a	function	of	accessibility	and
connectivity.

7.1 Social	consensus	is	the	degree	to	which	society	is	able	to	reach	an	agreement	on	a	certain	social	issue.	Social	consensus	can	be	measured	by	the	number	of	major	clusters	and	the	size	of	the	largest	cluster.
Figure	3	illustrates	the	number	of	major	clusters.	The	number	of	major	clusters	in	Figure	3(a)	increases	as	accessibility	increases.	When	the	accessibility	was	low,	sudden	decreases	were	observed	at	some	points
as	the	uncertainty	interval	increased.	When	the	accessibility	was	in	the	range	of	0.0	to	0.1,	the	number	of	major	clusters	dropped	from	2	to	1	around	the	uncertainty	interval	of	0.28.	When	accessibility	was	greater
than	0.7,	sudden	changes	diminished	and	changes	instead	happened	gradually.	A	phase	transition	occurs	at	a	lower	level	of	accessibility	within	a	narrow	range	of	uncertainty	level	(e.g.,	uncertainty	interval	range
0.26–0.30	at	accessibility	0.0).	The	range	gets	wider	as	accessibility	increases	until	phase	transition	can	happen	at	every	point	of	uncertainty	interval.	The	point	at	which	opinions	are	integrated	into	a	consensus	or
divided	into	several	clusters	is	harder	to	determine	at	higher	accessibility.	In	terms	of	the	number	of	opinion	groups,	public	opinion	becomes	less	predictable	when	accessibility	is	high.

7.2 Figure	3(b)	illustrates	how	the	number	of	major	clusters	changes	along	with	accessibility	and	connectivity.	An	increase	in	accessibility	causes	few	changes	to	the	number	of	major	clusters	when	the	connectivity
level	is	less	than	0.1.	The	effect	of	accessibility	on	the	number	of	major	clusters	becomes	greater	as	connectivity	increases.	Opinions	are	more	likely	to	be	fragmented	as	accessibility	and	connectivity	increase.
Advances	in	information	technology	can	keep	a	society	from	reaching	a	consensus.
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Figure	4.	Number	of	agents	in	the	largest	cluster	(a)	as	a	function	of	uncertainty	interval	and	accessibility,	(b)	as	a	function	of	accessibility	and	connectivity.

7.3 The	size	of	the	largest	cluster	decreases	with	uncertainty	interval,	which	is	consistent	with	the	original	model.	Figure	4(a)	depicts	that	surges	in	the	size	of	the	largest	cluster	diminish	at	a	higher	level	of
accessibility.	The	size	of	the	largest	cluster	is	associated	with	the	number	of	clusters	(correlation	coefficient	=	-0.92,	p	<	0.001).	The	size	of	the	largest	cluster	is	maximized	when	only	one	cluster	exists.	Agents	in
the	largest	cluster	get	dispersed	among	several	clusters	as	the	number	of	clusters	increases	and	the	size	of	the	largest	cluster	decreases.

7.4 The	number	of	agents	in	the	largest	clusters	is	illustrated	in	Figure	4(b)	as	a	function	of	accessibility	and	connectivity.	The	size	of	the	largest	cluster	becomes	the	smallest	at	an	accessibility	range	of	0.6	to	0.9.	The
maximum	cluster	size	decreases	along	with	accessibility	before	each	curve	reaches	its	minimum	value.	The	smaller	the	connectivity	is,	the	smaller	the	size	of	the	largest	cluster	becomes.	When	a	society	has	an
issue	to	solve	and	the	only	way	to	do	so	is	by	reaching	a	consensus	through	discussions,	the	number	of	individuals	who	agree	with	the	majority	opinion	is	the	size	of	the	largest	cluster.	Figure	4(b)	implies	that
information	technology	can	be	a	hindrance	to	social	consensus.	However,	the	relationship	between	accessibility	and	the	size	of	the	largest	cluster	is	not	linear.	Each	curve	goes	up	again	in	the	accessibility	range	of
0.6	to	0.9.	Information	technology	can	facilitate	a	consensus	when	it	is	widely	diffused	throughout	society.

Figure	5.	HHI	as	a	function	of	accessibility	and	connectivity.	HHI	illustrates	the	degree	to	which	opinions	are	concentrated.

7.5 Figure	5	illustrates	HHI	as	a	function	of	accessibility	and	connectivity.	The	greater	the	HHI,	the	more	concentrated	the	opinions	are.	HHI	decreases	if	opinions	are	fragmented.	Figure	5	resembles	Figure	4(b)	as	the
largest	cluster	size	accounts	for	78%	of	HHI.	A	valley	is	observed	in	Figure	5	around	accessibility	of	0.6	to	0.8	because	the	number	of	minorities	becomes	maximized	in	that	range.	The	number	of	minorities
decreases	in	the	accessibility	range	of	0.9	to	1.0,	so	HHI	increases	again.
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7.6 Gérard	Weisbuch	et	al.	(2002)	described	an	agent	with	a	small	uncertainty	interval	as	narrow	minded	and	an	agent	with	a	great	uncertainty	interval	as	open-minded.	Open-minded	individuals	can	accept	opinions
that	are	very	different	from	their	own	and	help	society	reach	a	consensus.	The	simulation	results	show	that	individuals	may	not	reach	a	consensus	with	a	high	level	of	open-mindedness	when	they	can	exploit
information	technology.	Open-minded	agents,	whose	uncertainty	interval	is	greater	than	0.3,	always	resulted	in	a	single	consensus	in	the	original	model.	Open-minded	agents	conversely	had	polarized	opinions	in
the	model	examined	in	this	study.	The	results	imply	that	information	technology,	which	advances	communicating	capabilities,	may	hinder	social	agreement.	Paradoxically,	individuals	are	more	likely	to	be	polarized
in	opinions	when	their	messages	are	more	easily	delivered	online	to	large	audiences.

7.7 One	of	the	mechanisms	that	can	explain	opinion	polarization	is	homophily,	which	is	defined	as	"the	principle	that	a	contact	between	similar	people	occurs	at	a	higher	rate	than	among	dissimilar	people"	(McPherson
et	al.	2001,	p.	416).	Empirical	evidence	suggests	that	homophily	can	strengthen	group	polarization	(Baron	et	al.	1996;	Stroud	2010).	Stroud	(2010)	showed	that	congenial	media	exposure	brought	about	higher
polarization.	Baron	et	al.	(1996)	conducted	experiments	to	show	that	social	corroboration	could	make	individuals	move	towards	more	extreme	opinions.	Homophily	is	inherent	in	the	bounded	confidence	model
since	bounded	confidence	refers	to	individuals	that	are	willing	to	communicate	with	peers	who	have	similar	opinions.	Homophily	is	stronger	in	online	communication	in	this	study	because	a	message	is	delivered	to
multiple	agents	simultaneously	online	and	connected	agents	have	more	chances	to	get	together	with	other	similar	agents.	Opinions	are	likely	to	be	more	polarized	with	increased	connectivity	and	accessibility.

Figure	6.	Extremist	population	as	a	function	of	accessibility	and	connectivity.	(a)	population	of	agents	whose	opinions	are	outside	the	range	of	0.05–0.95.	(b)	population	of	agents	whose	opinions	are	outside	the
range	of	0.1–0.9.

7.8 Salience	of	extremists	on	the	Internet	is	another	driver	that	brings	about	opinion	polarization.	Extreme	opinions	are	more	likely	to	survive	and	exert	an	influence	upon	others	on	the	Internet	(Burris	et	al.	2000;
Gerstenfeld	et	al.	2003).	People	may	express	themselves	openly	and	intensely	online	(Suler	2004),	while	people	tend	to	express	themselves	in	a	socially	desirable	way	in	face-to-face	communication	(Schlenker	&
Leary	1982).	Sia	et	al.	(2002)	suggested	that	removal	of	visual	cues	and	the	provision	of	anonymity	in	CMC	may	reduce	social	presence,	which	encourages	individuals	to	disclose	novel	arguments	without	concern
of	social	evaluation.	CMC	results	in	stronger	group	polarization	than	face-to-face	communication	(Adrianson	&	Hjelmquist	1991).

7.9 The	results	are	consistent	with	prior	studies	which	indicate	that	extreme	opinions	better	survive	in	an	online	environment	(see	Figure	6).	In	the	offline	context,	extremists	are	likely	to	be	left	behind	if	they	fail	to
repeatedly	exchange	opinions.	Only	one	or	two	one-to-one	interactions	may	leave	an	extremist	still	far	from	main	opinion	groups	as	the	influential	power	of	disconnected	extremists	is	not	stronger	than	that	of	other
agents	even	if	they	disseminate	their	opinions	earlier	than	others.	Connected	extremists	can	be	more	influential	by	uniting	like-minded	agents	on	the	Internet.	When	connected	extremists	disclose	their	opinions
early	on,	multiple	connected	agents	with	similar	opinions	will	move	towards	the	extreme	position.	A	small	cluster	is	established	around	the	extremist	who	attracts	more	like-minded	agents	to	the	cluster.	This
iterative	process	reinforces	the	extreme	opinion	and	makes	it	salient.
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Figure	7.	Results	of	opinion	dynamics	(μ	=	0.3,	N	=	1000)	(a)	accessibility	=	0.2	and	connectivity	=	0.1,	and	(b)	accessibility	=	0.4	and	connectivity	=	0.1.	Only	a	subset	of	100	agents	out	of	1000	is	plotted.	Green	lines	represent	disconnected
agents,	and	red	lines	represents	connected	agents.

7.10 Online	opinion	dynamics	is	largely	driven	by	two	processes;	(1)	early	opinion	group	formation	among	connected	agents,	and	(2)	the	cohesion	of	disconnected	agents	to	the	early	opinion	group.	Connected	agents
converge	on	a	certain	opinion	very	quickly	and	form	an	opinion	cluster	early	on.	Disconnected	agents	are	absorbed	by	the	cluster	if	they	are	closely	located.	When	they	are	far	apart	from	the	cluster,	disconnected
agents	are	likely	to	be	left	behind	as	a	minority	group.	Figure	7	shows	that	connected	agents	who	are	represented	by	red	lines	form	opinion	groups	in	the	early	stage.	It	is	also	observed,	in	the	figure,	that
disconnected	agents	whose	opinions	are	dispersed	along	the	y-axis	adhere	to	the	early	opinion	group.

Figure	8.	Standard	deviation	of	opinions	of	connected	agents	and	disconnected	agents	(μ	=	0.3,	N	=	1000)	with	(a)	accessibility	=	0.2,	(b)	accessibility	=	0.4,	(c)	accessibility	=	0.6,	and	(d)	accessibility	=	0.8.
Standard	deviation	of	connected	agents'	opinions	decreases	faster	than	standard	deviation	of	disconnected	agents'	opinions.

7.11 Figure	8	shows	the	standard	deviation	of	opinions.	If	opinions	are	dispersed	over	a	wide	range,	standard	deviation	will	be	great.	Thus,	the	greatest	standard	deviation	is	observed	at	the	beginning	of	each
simulation.	As	opinions	converge	on	a	consensus	or	a	few	groups	over	interactions,	standard	deviation	decreases.	When	equilibrium	is	reached,	standard	deviation	does	not	change.	In	Figure	8,	standard	deviation
of	connected	agents	decreases	faster	than	that	of	disconnected	agents.	It	means	that	connected	agents	are	quicker	to	form	an	opinion	group.	The	figure	also	shows	that	difference	of	standard	deviation	between
connected	and	disconnected	agents	tends	to	increase	along	with	accessibility.	It	implies	that	disconnected	agents	are	less	likely	to	be	included	in	the	majority	group.

7.12 Influential	power	of	the	early	opinion	group	changes	depending	on	the	proportion	of	connected	to	disconnected	agents.	If	there	are	many	connected	agents	in	the	population,	size	of	the	early	opinion	group	will	be
huge.	Accordingly,	the	influential	power	of	the	early	opinion	group	will	be	strong	when	there	are	a	great	number	of	connected	agents.	After	connected	agents	form	an	opinion	group,	it	will	be	quick	to	unite
disconnected	agents	who	are	closely	located	to	the	group,	but	miss	those	who	are	far	apart	from	the	group.	Disconnected	agents	will	rarely	get	a	chance	to	disclose	their	opinion,	so	their	future	is	mostly	determined
by	the	distance	to	the	early	opinion	group.	With	a	relatively	small	number	of	connected	agents,	the	early	opinion	group	will	be	weak	in	its	power	to	absorb	other	agents.	The	influence	of	the	early	group	will	be
marginal	and	disconnected	agents	will	flock	together	slowly	but	surely.

Isolations

8.1 Isolated	agents	are	agents	who	have	no	other	agents	to	communicate	with.	When	an	agent	with	an	extreme	opinion	does	not	have	a	chance	to	interact	with	others	for	a	long	time,	the	agent	is	likely	to	be	isolated
while	most	of	the	other	agents	will	form	opinion	groups	together	around	their	average	opinion.	An	agent	may	be	isolated	if	they	are	surrounded	by	narrow	minded	agents	and	have	no	interaction	with	others	for	a
long	time.	Isolated	agents	are	problematic	because	social	isolation	can	weaken	the	social	trust	and	social	capital	(Putnam	1995).

http://jasss.soc.surrey.ac.uk/17/1/13.html 8 16/10/2015



Figure	9.	Number	of	isolations	as	a	function	of	accessibility	and	connectivity.

8.2 Figure	9	illustrates	the	expected	number	of	isolated	agents.	Higher	accessibility	results	in	fewer	isolated	agents	in	the	accessibility	range	of	0.0	to	0.8.	Isolation	increased	when	the	accessibility	changed	from	0.8	to
0.9.	With	connectivity	less	than	0.2,	isolation	continued	to	increase	when	accessibility	increased	from	0.9	to	1.0.	With	connectivity	greater	than	0.2,	isolation	decreased	when	accessibility	increased	from	0.9	to	1.0.
The	figure	illustrates	that	isolations	tend	to	decrease	with	higher	accessibility	and	connectivity.

8.3 Higher	accessibility	and	connectivity	yields	less	isolated	agents	because	an	isolated	agent	tends	to	have	an	extreme	opinion,	and	an	agent	with	an	extreme	opinion	is	more	likely	to	find	other	like-minded	agents	in
the	online	environment.	Most	of	the	isolated	agents	were	extremists	in	this	study's	simulation.	Agents	whose	opinions	were	within	5%	of	the	most	extreme	opinion	(e.g.,	agents	whose	opinions	are	in	the	range	of
0.00–0.05	or	0.95–1.00)	accounted	for	63.1%	of	all	the	isolated	agents.	75.0%	of	the	isolated	agents	had	opinions	that	were	within	10%	of	the	most	extreme	opinion.	If	an	agent	with	an	extreme	opinion	gets	a
chance	to	interact	with	others	early	on,	he	or	she	will	move	towards	the	moderate	position.	The	agent	can	then	communicate	with	much	larger	audiences.	The	agent	may	be	included	in	a	large	opinion	group	after
repeated	interactions	with	others.	Agents	usually	drift	away	from	the	extreme	position	over	several	interactions,	so	an	extremist	will	not	find	any	nearby	agents	if	he	or	she	fails	to	communicate	with	others	early	on.
Connected	extremists	are	more	likely	to	communicate	early	on	than	disconnected	extremists.	The	number	of	isolated	agents	tends	to	decrease	with	an	increase	in	accessibility.

8.4 With	high	accessibility,	connected	agents	converge	on	a	certain	opinion	very	quickly.	An	agent	can	reach	a	small	portion	of	the	connected	population	if	connectivity	is	low	and	the	quick	convergence	process	may
miss	some	of	the	agents	early	on.	On	the	other	hand,	communication	involves	increasing	numbers	of	agents	as	connectivity	increases.	Isolated	agents	drastically	decrease	along	with	connectivity	when
accessibility	is	1.0.

8.5 A	survey	conducted	by	the	International	Telecommunication	Union	(ITU)	indicated	that	the	countries	surveyed	had	a	30	percent	Internet	penetration	rate	while	only	10	percent	had	penetration	rates	greater	than	80
percent	(Teltscher	et	al.	2011).	Isolation	is	negatively	associated	with	accessibility	in	most	countries.	Technology	diffusion	brings	about	higher	accessibility	and	connectivity,	so	isolated	agents	may	decrease	as
information	technology	is	diffused.	Reduced	isolation	does	not	necessarily	mean	that	the	social	problem	is	alleviated	because	technology	advances	decreases	the	number	of	isolated	agents	but	increases	the
number	of	minority	group	members.

Minorities

9.1 Minority	groups	generally	have	less	power	than	a	majority	group,	and	members	feel	less	secure	than	majority	group	members	(Kanter	1977).	Minority	groups	can	be	discriminated	against	for	economic	or	political
reasons	and	such	discrimination	can	be	institutionalized	in	a	society	(Feagin	&	Eckberg	1980).	A	society	with	many	minorities	is	likely	to	have	social	problems.
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Figure	10.	Number	of	agents	in	minority	opinion	groups.	(a)	number	of	agents	in	minority	opinion	groups	as	a	function	of	accessibility	and	uncertainty	interval,	(b)	number	of	disconnected	agents	in	minority	opinion	groups	as	a	function	of	accessibility	and	uncertainty	interval,	(c)
number	of	agents	in	minority	opinion	groups	as	a	function	of	accessibility	and	connectivity,	(d)	number	of	disconnected	agents	in	minority	opinion	groups	as	a	function	of	accessibility	and	connectivity.

9.2 Figure	10	illustrates	the	number	of	agents	in	minority	opinion	groups.	Figures	9(a)	and	9(b)	depict	the	number	of	agents	in	minority	opinion	groups	as	a	function	of	accessibility	and	uncertainty	interval.	Figures	9(c)
and	9(d)	depicts	the	number	of	agents	in	minority	opinion	groups	as	a	function	of	accessibility	and	connectivity.	Disconnected	agents	account	for	79%	of	the	minority	agents.	Figure	10(a)	looks	similar	to	Figure
10(b)	while	Figure	10(c)	looks	similar	to	Figure	10(d).

9.3 Minorities	are	comprised	of	connected	and	disconnected	minorities.	The	number	of	connected	minorities	grows	as	accessibility	increases	while	the	number	of	disconnected	minorities	forms	a	bell-shaped	curve	in
Figure	10(b).	In	Figure	10(a),	the	number	of	minorities	also	exhibits	a	bell-shaped	curve	along	with	accessibility.	The	number	of	minorities	is	maximized	at	the	accessibility	range	of	0.7	to	0.8.

9.4 The	number	of	connected	minorities	tends	to	increase	along	with	accessibility.	The	number	of	connected	minorities	grows	as	accessibility	increases	because	the	population	of	connected	agents	is	proportional	to
accessibility.	On	the	other	hand,	the	number	of	disconnected	minorities	forms	a	bell-shaped	curve	in	Figure	10(b).	The	population	of	disconnected	agents	is	determined	by	accessibility.	The	change	in	the
disconnected	population	affects	the	number	of	disconnected	minorities.

9.5 The	difference	between	the	number	of	connected	minorities	and	the	number	of	disconnected	minorities	may	reveal	inequalities	associated	with	the	digital	divide.	A	comparison	between	the	number	of	connected
minorities	and	the	number	of	disconnected	minorities	ignores	the	effect	of	changing	the	population	of	connected	agents	and	disconnected	agents.	The	number	of	connected	minorities	and	the	number	of
disconnected	minorities	were	normalized	by	dividing	them	by	the	population	of	connected	agents	and	the	population	of	disconnected	agents,	respectively.	The	resulting	value	is	the	connected	agent's	probability	of
becoming	a	minority	and	the	disconnected	agent's	probability	of	becoming	a	minority.	The	values	are	illustrated	in	Figure	11.
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Figure	11.	Comparison	between	connected	and	disconnected	agents.	(a)	a	connected	agent's	probability	of	becoming	a	minority	and	a	disconnected	agent's	probability	of	becoming	a	minority,	and	(b)	a
disconnected	agent	is	11	to	14	times	more	likely	to	become	a	minority	than	a	connected	agent	in	all	accessibility	levels.

9.6 Figure	11(a)	indicates	that	a	connected	agent's	probability	of	becoming	a	minority	and	a	disconnected	agent's	probability	of	becoming	a	minority	increases	in	contrast	with	Figure	10.	The	curve	for	a	disconnected
agent	is	always	located	on	the	upper	side.	A	comparison	between	the	connected	and	disconnected	agents	is	illustrated	in	Figure	11(b).	A	disconnected	agent	is	11	to	14	times	more	likely	to	become	a	minority	than
a	connected	agent.

9.7 Connected	agents	are	less	likely	to	become	a	minority	group	member	than	disconnected	agents	because	connected	agents	are	quicker	to	form	an	opinion	group	than	disconnected	agents.	Once	they	form	a	group,
every	connected	agent	in	the	group	disseminates	the	same	opinion	to	others	and	the	position	of	the	group	tends	not	to	change.	The	members	of	the	group	are	all	connected	with	each	other,	so	deviation	of	one
agent	can	be	easily	restored.	When	an	agent	deviates	from	the	group,	the	agent	likely	interacts	with	one	of	the	group	members	who	may	turn	him	or	her	back	by	being	reminded	of	the	original	opinion.
Disconnected	agents	are	dispersed	widely	until	connected	agents	form	a	solid	opinion	group.	Disconnected	agents	are	attracted	by	the	already-formed	opinion	group.	Disconnected	agents	who	are	located	far	from
the	group	may	be	included	in	the	large	opinion	group,	or	may	be	left	behind	as	a	minority	depending	on	the	number	of	disconnected	agents.	When	there	are	many	disconnected	agents	between	an	agent	and	a
large	opinion	group,	it	is	likely	that	the	disconnected	agents	close	the	gap.	On	the	other	hand,	when	only	a	few	disconnected	agents	exist	between	an	agent	and	a	large	opinion	group,	the	disconnected	agents	are
likely	to	move	towards	the	large	group	before	they	come	to	interact	with	the	agent.	The	probability	that	a	disconnected	agent	becomes	a	minority	increases	along	with	accessibility.

Discussion

10.1 The	research	results	illustrate	how	public	opinion	can	be	changed	by	different	levels	of	the	digital	divide.	The	results	imply	that	opinions	are	more	likely	to	be	fragmented	and	harder	to	predict	with	higher
accessibility	and	connectivity.	The	Internet	provides	a	medium	for	more	diverse	voices	to	be	shared.	An	individual	can	enhance	his	or	her	ability	to	communicate	and	develop	relationships	with	others	using
information	technology.	As	individuals	improve	their	communicating	capability,	opinions	tend	to	converge	on	a	consensus	locally.	Local	unity,	however,	appears	to	accelerate	segregation	globally.	Paradoxically,
social	harmony	is	harder	to	achieve	as	the	ability	for	an	individual	to	communicate	his	or	her	opinion	improves.	Social	harmony	is	likely	harder	to	achieve	due	to	the	relevance	of	homophily	and	extreme	opinions	on
the	Internet.

10.2 The	study	results	also	show	that	disconnected	agents	are	always	more	likely	to	have	a	minority	opinion	than	connected	agents.	The	digital	divide	has	a	potential	to	bring	about	a	discriminatory	consequences	by
itself.	Prior	digital	divide	studies	focused	on	demographic	analyses	of	the	haves	and	have-nots	(Goldfarb	&	Prince	2008;	Rogers	2001;	Wilson	et	al.	2003),	which	laid	the	groundwork	for	understanding	the	social
problem	exhibited	by	social	minorities	on	the	wrong	side	of	the	divide.	Little	empirical	evidence	exists	which	indicates	that	social	inequality	is	brought	about	by	the	digital	divide.	In	reality,	the	digital	divide	is
associated	with	social	stratification	(Hoffman	et	al.	2000),	so	it	is	unclear	whether	social	inequality	is	intensified	by	the	divide	or	the	already	existing	socio-economic	disparities.	This	research	considers	only
accessibility	and	connectivity	and	makes	no	assumption	about	social	disparities	between	connected	and	disconnected	agents.	The	study	results	show	that	disconnected	agents	are	11	to	14	times	more	likely	to
become	a	minority	than	connected	agents.	Disconnected	agents	become	isolated	more	easily	than	connected	agents.	Individuals	seek	to	become	a	member	of	groups	in	which	they	perceive	to	have	a	positive
social	identity	following	social	identity	theory	(Tajfel	1982).	The	size	of	the	group	is	one	of	the	factors	that	contribute	to	a	desirable	group	status.	Majority	group	members	often	discriminate	minorities	to	increase
power	differentials.	The	disparity	between	connected	and	disconnected	agents	is	likely	to	result	in	discrimination	against	disconnected	agents.	If	the	model	took	the	social	stratification	into	consideration,
disconnected	agents	might	have	confronted	even	worse	consequences.	Opinions	of	social	minorities	who	lack	access	to	information	technology	will	hardly	be	able	to	attract	public	attention.	These	minorities	may
have	to	remain	in	a	society	where	social	contract	does	not	reflect	their	interests.

10.3 This	study	found	that	disconnected	agents	are	more	likely	to	have	a	minority	opinion	over	time.	In	a	global	perspective,	the	number	of	minorities	is	maximized	at	the	accessibility	range	of	0.7	to	0.8.	From	an
individual	perspective,	the	probability	that	an	individual	becomes	a	minority	only	increases	as	accessibility	increases.	The	probability	that	a	disconnect	agent	becomes	a	minority	increases	from	1%	to	11%	along
with	accessibility.	Disconnected	individuals	are	more	likely	to	have	a	minority	opinion	as	information	technology	is	diffused	and	adopted	by	more	of	society,	and	may	be	discriminated	against	for	having	a	different
idea.	Some	disconnected	agents	will	be	excluded	from	society	without	government	intervention.	Governments	should	consider	approaches	like	universal	service	provisions	and	subsidies	for	Internet	subscription	to
close	the	digital	divide	gap.

10.4 The	study	simulation	results	suggest	that	opinion	dynamics	in	the	digital	divide	is	driven	mainly	by	two	processes.	First,	connected	agents	form	an	early	opinion	group.	Connected	agents	have	more	chances	to
communicate	with	others	than	disconnected	agents	and	are	quicker	to	form	an	opinion	group.	Second,	disconnected	agents	whose	opinions	are	dispersed	over	a	wide	opinion	range	are	drawn	to	the	early	opinion
group.	While	interacting	with	disconnected	agents,	the	position	of	the	early	opinion	group	tends	not	to	change	because	a	connected	agent	who	deviates	from	the	group	is	easily	turned	back	to	the	original	opinion
through	interactions	with	the	group	members.

10.5 The	processes	of	online	opinion	dynamics	suggests	that	opinions	in	an	equilibrium	state	can	be	forecasted	by	monitoring	online	opinions.	Online	opinions	quickly	converge	on	a	single	opinion	and	the	converged
opinion	does	not	change	much	over	several	interactions.	Online	consensus	may	reflect	opinions	of	the	whole	agents	in	the	long	run.	Online	opinions	have	been	analyzed	to	predict	political	events	(Ceron	et	al.
2013;	Tumasjan	et	al.	2011).	Ceron	et	al.	(2013)	demonstrated	the	predictive	ability	of	social	media	by	correctly	forecasting	the	outcomes	of	political	polls	in	Italy	and	France.	Tumasjan	et	al.	(2011)	analyzed
messages	on	Twitter	to	successfully	predict	the	result	of	a	German	federal	election.

10.6 A	risk	exists	that	public	opinion	can	become	manipulated	by	those	who	disseminate	biased	information	on	the	Internet.	Individuals	can	usually	hide	their	identity	and	pretend	to	be	someone	else	online.	An	opinion
which	is	considered	to	be	prevailing	tends	to	gain	even	more	strength	according	to	the	theory	of	the	spiral	of	silence	(Noelle-Neumann	1974).	A	few	individuals	pretending	to	be	a	large	group	may	deceive	the	public
to	take	a	minority	opinion	as	a	majority	opinion.	Companies	have	exploited	such	fraudulent	practices	to	increase	the	perceived	quality	of	their	products	(Hu	et	al.	2011).	U.S.	politicians	Hillary	Clinton	and	Jimmy
Carter	were	victims	of	Web	spams	written	to	associate	them	with	incompetent	images	(Metaxas	&	Mustafaraj	2012).	The	National	Intelligence	Service	in	South	Korea	was	suspected	of	organizing	its	agents	to	post
comments	criticizing	the	presidential	candidate	of	Democratic	United	Party	on	the	Internet	(Choe	2013).	Online	opinion	dynamics	may	take	on	greater	importance	if	instances	of	public	opinion	exploitation	becomes
commonplace.

Conclusion

11.1 This	study	investigated	the	opinion	dynamics	in	the	presence	of	digital	divide	using	the	ABM	method.	The	bounded	confidence	model	was	extended	to	distinguish	between	an	online	and	offline	context.	This	study
makes	both	academic	and	practical	implications.

11.2 This	research	proposed	a	model	in	which	researchers	could	explore	opinion	formation	on	the	Internet.	The	bounded	confidence	model	was	extended	by	introducing	accessibility	and	connectivity	as	new
parameters.	The	model	demonstrated	how	the	Internet	can	change	opinion	formation.	The	worldwide	Internet	penetration	rate	was	29.7%	in	2010	while	the	number	approaches	70%	among	developed	countries
(Teltscher	et	al.	2011).	The	Internet	has	transformed	everyday	life	in	a	relatively	short	period	of	time	by	transforming	reality	from	the	"here	and	now"	to	the	"there	and	then"	(Zhao	2006).	The	Internet	is	displacing
traditional	media	and	the	trend	of	going	online	is	expected	to	continue	as	information	technology	disseminates.	Online	opinion	formation	should	be	studied	in	various	contexts	so	that	people	can	have	a	deeper
understanding	of	the	transition	to	an	information	society.	The	model	explored	in	this	study	advances	online	opinion	dynamics	studies.

11.3 This	study	reveals	the	potential	of	the	Internet.	It	is	highly	probable	that	a	disconnected	agent	will	be	isolated	if	he	or	she	has	a	novel	idea.	This	study	also	suggests	that	the	opposite	can	happen	if	an	agent	is	able
to	leverage	information	technology.	Individuals	can	find	other	like-minded	people,	rally	support	for	the	idea,	and	develop	influential	power	on	the	Internet.	An	individual	with	a	novel	idea	will	be	able	to	establish	a
party	and	spread	the	idea	to	the	world	using	the	Internet.	As	Kahn	and	Kellner	(2004)	stated,	the	Internet	has	a	potential	to	reconfigure	the	political	and	cultural	environment.	People	will	fight	for	their	own	agendas
and	interests	on	the	Internet.	If	individuals	understand	the	power	of	the	technology	and	act	quickly	with	determination,	they	will	get	the	most	out	of	the	technology.

11.4 This	study	has	limitations	which	should	be	addressed	in	future	research.	First,	the	proposed	bounded	confidence	model	in	this	study	assumes	that	there	is	no	synchronous	interaction	online.	Internet	communication
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was	assumed	to	be	asynchronous	and	involve	many	individuals	at	the	same	time.	In	reality,	some	online	channels	like	instant	messaging	enable	synchronous	communications	between	two	parties.	Popular	online
media	such	as	Usenet	newsgroups,	blogs,	social	network	sites,	and	web	bulletin	boards	are	mostly	asynchronous	and	an	abstraction	of	reality	is	reasonable	to	represent	the	simulation	model.

11.5 Second,	accessibility	was	assumed	to	be	binary	even	though	there	are	varying	levels	of	access	to	the	Internet	(Warschauer	2003).	Dichotomous	distinction	between	haves	and	have-nots	overemphasizes
technological	solutions	(Gunkel	2003).	Future	research	may	address	this	limitation	by	assigning	a	stochastic	accessibility	parameter	to	each	agent.

11.6 Third,	some	parameters	in	the	model	were	considered	to	be	homogeneous.	The	convergence	parameter	was	fixed	at	0.2	in	all	simulations	and	the	effect	of	the	parameter	was	not	investigated	in	this	study.	All
agents	were	assumed	to	be	homogeneous	in	terms	of	connectivity,	but	individuals	in	reality	have	different	connectivity	according	to	their	motivation	and	purpose	of	using	information	technology.	Some	individuals
express	their	opinions	more	frequently	and	actively	than	others	on	the	Internet.	Internet	connectedness	is	associated	with	socio-economic	factors	(Jung	et	al.	2001),	so	social	stratification	may	be	modeled	with
heterogeneous	connectivity.	The	effect	of	heterogeneous	connectivity	needs	to	be	explored	in	the	future	study	to	deepen	the	understanding	of	online	opinion	dynamics.

11.7 Finally,	there	was	no	network	structure	in	this	study.	Individuals	in	a	society	are	usually	connected	via	invisible	relationships,	and	interactions	do	not	happen	at	random.	Future	studies	should	address	these
limitations	to	build	up	an	extensive	knowledge	of	online	opinion	dynamics.

11.8 This	study	focused	on	opinion	formation	in	the	digital	divide.	The	Internet	can	be	used	to	promote	democratic	values	in	society	and	can	be	exploited	to	disseminate	extreme	ideas.	Information	technology	can
significantly	contribute	to	social	transformation,	as	exhibited	during	the	Arab	spring	(Khondker	2011).	Many	people	in	the	world	still	do	not	have	access	to	the	Internet.	Researchers	can	utilize	the	model	in	this	study
to	explore	online	opinion	dynamics	and	identify	measures	to	close	the	social	gap	that	is	caused	by	the	digital	divide.
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