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SUMMARY In this paper, we consider a network of N identical IEEE 
802.11 Dtributed Coordination Function) terminals with RTS/CTS 
mechanism, each of which is assumed to be saturated. For performance 
analysis, we propose a simple and efficient mathematical model to derive 
the statistical characteristics of the network such as the inter-transmission 
time of packets in the network and the service time (the inter-transmission 
time of successful packet transmissions) of the network. Numerical results 
and simulations are provided to validate the accuracy of our model and to 
study the performance of the IEEE 802.11 DCF network.
key words: wireless local area network, IEEE 802.11, distributed coordi-
nation function, performance analysis, medium access delay

1. Introduction

During the past few years we have witnessed an over-

growing interest in wireless technologies and the IEEE 
802.11 MAC (Medium Access Control) protocols [1] have 
been proposed as standards for WLANs (Wireless Local 
Area Networks).

In the IEEE 802.11 the main mechanism to access the 
medium is the DCF (Distributed Coordination Function), 
which is a random access scheme based on the CSMA/CA 

(Carrier Sense Multiple Access with Collision Avoidance) 

protocol. The DCF describes two access techniques for 
packet transmission: the basic access mechanism and the 
RTS/CTS mechanism. In the basic access mechanism, when 
a terminal has a new packet to transmit, it generates a ran-
dom backoff counter, and monitors the channel. The backoff 
counter of the terminal is decremented by 1 if the channel is 
idle for a pre-defined slot time, and frozen otherwise. In the 
latter case, when the channel is idle for an interval of time 
that exceeds the DIFS (Distributed Inter-Frame Space) after 
the channel busy period, the terminal resumes the decrement 
of the backoff counter for every idle slot. When the backoff 
counter of the terminal becomes 0, the packet of the terminal 
is transmitted. After the transmission, if the terminal experi-
ences a collision, it generates a random backoff counter for 
an additional deferral time before the next retransmission. 
This collision avoidance feature of the protocol intends to 

minimize collisions during contention among multiple ter-
minals.

The RTS/CTS mechanism involves the transmission of 
the RTS (Request-To-Send) and CTS (Clear-To-Send) con-
trol frames prior to the transmission of the data packet. A 
successful exchange of RTS and CTS frames attempts to re-
serve the channel for the time duration needed to transmit 
the packet under consideration. The rules for the transmis-
sion of an RTS frame are the same as those for a packet un-
der the basic access scheme. Hence, the analysis of the basic 
access mechanism is the same as that of the RTS/CTS mech-
anism except that the packet transmission times are different 
in both mechanisms. This is one of the reasons why we con-
sider only the RTS/CTS mechanism in this paper.

Many different works dealing with the performance of 
the IEEE 802.11 DCF network can be found in the liter-
ature. They have focused primarily on its throughput and 
capacity [2]-[4], adaptive backoff schemes [5]-[7], statisti-
cal analysis such as packet service times (or packet delay) 
of a terminal and related queueing analysis [8]-[13].

Among them, Carvalho and Garcia-Luna-Aceves [8] 
have introduced an analytical model to characterize the 

packet service time in a saturated IEEE 802.11 ad hoc net-
work under the ideal channel condition. In [9], by consider-
ing the Rician fading channel, they have obtained a more re-
alistic computation of a terminal's service time and through-

put. Ozdemir and McDonald [14] have derived the packet 
service time distribution of the terminal and have developed 
a queueing theoretic model for an IEEE 802.11 DCF termi-
nal using the RTS/CTS mechanism. Tickoo and Sikdar [11] 
have computed the service time distribution and have pro-

posed a queueing model for an IEEE 802.11 DCF terminal 
using the RTS/CTS mechanism. However, they have used 
many simplifying assumptions which result in various in-
accuracies of their results. In [12], they have improved the 
model of [11] by including explicitly modelling the impact 
of the network load on the loss rates and thus the delays. Re-
cently, Zanella and Pellegrini [13] have derived the service 
time distribution (the inter-transmission time distribution of 
consecutive successful transmissions) of the IEEE 802.11 
network as in this paper. However, [11]-[13] have computed 
the service time of the network by using the PGF (Probabil-
ity Generating Function), so that they need the IDFT (In-
verse Discrete Fourier Transform) to get the actual distribu-
tion of the service time, which increases the complexity in 
the numerical analysis.

In this paper, we consider a network of N identical 
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IEEE 802.11 DCF terminals with the RTS/CTS mechanism, 
each of which is assumed to be saturated. To analyze the 

performance of the network, we propose a new mathemat-
ical model based on renewal theory. In our model, we first 
characterize the packet transmission process of each termi-
nal by a renewal process, and using the property of the for-
ward recurrence time distribution in renewal theory we ana-
lyze the detailed packet transmission processes of all termi-
nals, and compute the distribution of the inter-transmission 
time of packets in the network and the service time (the 
inter-transmission time of successful packet transmissions) 
of the network.

The main differences of our model from the previous 
models and works, e.g., [15] are as follows: 

● Our model is based on the renewal approximation of 
the packet transmissions in each terminal, while most 

previous models are based on two dimensional Markov 
chain model [15] developed by Bianchi.

● Our model considers the detailed packet transmission 

processes and the backoff freezing processes of trans-
mitting terminals and non-transmitting terminals sepa-

rately, which is not considered in many previous works.
● Our model provides a direct computation for the prob-

ability distributions and performance measures regard-

ing the network behavior, and accordingly the com-

plexity in the numerical analysis can be reduced.

For the reasons listed above our model improves the previ-

ous models based on Bianchi's model. The accuracy and 

validity of our analysis will be checked through simulations 

and numerical studies later.
The organization of this paper is as follows. In 

Sect. 2, we propose an analytic model to derive the inter-

transmission time distribution of packets of the IEEE 802.11 

DCF network. In Sect. 3, we analyze the service time of 

the network and obtain the expectation and variance of the 
service time. In Sect. 4, simulation results are provided to 

validate our model and to see the performance of the IEEE 

802.11 DCF network. We give our conclusions in Sect. 5.

2. Analysis of Inter-Transmission Times

We consider a network of N identical IEEE 802.11 termi-
nals with DCF, each of which is assumed to be saturated, 

and analyze the inter-transmission times of packets in the 

network. Here, the inter-transmission times of packets in 

the network are defined by the time intervals between two 
consecutive packet transmissions of the network. Note that 

two consecutive packets may be transmitted from two dif-

ferent terminals in the network. Our analysis in this section 

is two-fold: we first model the packet transmission process 
of each terminal by a renewal process and then derive the 

distribution of the inter-transmission times of packets in the 

network by using renewal theory.

2.1 The Packet Transmission Process of a Terminal

We consider an arbitrary terminal, called the tagged termi-

nal, and focus ourselves on embedded time points where the 

backoff counter value of the tagged terminal is changed (i.e., 

the backoff counter value is decremented by 1 or a new back-

off counter value is selected). A time interval between two 

consecutive embedded time points are defined by a virtual 

slot in the analysis. Refer to Fig. 1.

Let R denote the number of virtual slots between two 

consecutive packet transmissions of the tagged terminal in 

steady state. To obtain the distribution of the random vari-

able R, we first compute the steady state probability irk, 0•…

k•…m, that the tagged terminal is in backoff stage k just af-

ter a packet transmission. To do this, we assume that packet 

collision occurs independently at each packet transmission 

with a fixed probability p as in [15] in steady state. Then, if 

the packet transmission is successful with probability 1-p, 

the backoff stage after the packet transmission is 0. If the 

packet transmission is not successful with probability p, the 

backoff stage after the packet transmission is increased by 

one until the backoff stage reaches the maximum backoff 

stage m. Refer to Fig. 2. Hence, the steady state probability 

πk, 0≦k≦m, is computed by 

πk={ pk(1-p), if0≦k≦m-1, 

pm, ifk=m. 
(1)

Next, let BC denote the backoff counter value selected 

by the tagged terminal after an arbitrary packet transmis-

sion in steady state. When the backoff stage after the packet 

transmission is k, the tagged terminal selects a new back-

off counter value uniformly from the window [0, CWk-1]. 

Here, the window size CWk at backoff state k is defined by 

CWk=2kCW0, 1•…k•…m

where CW0 is the initial window size at backoff stage 0.

Fig. 1 Virtual slots and actual slots of terminal B.

Fig. 2 Transitions of the backoff stage after packet transmissions.
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Hence, the steady state probability ri, 0•…i•…CWm-1 , that 

the backoff counter BC is equal to i is given as follows. If 

we let BS denote the backoff stage after an arbitrary packet 

transmission in steady state, 

ri=p{BC=i}
=m

Σ
j=1

P{BS=j}P{BC=i|BS=j}

=m

Σ
j=1

πj
1/

CWj
, CWl-1≦i≦CWl-1, (2)

for l=0,1,2,•c, m where CW-1=0.

Then, by the definition of R we have R=BC+1 be-

cause R includes the virtual slot containing a packet trans-

mission, from which we obtain the distribution of R as fol-

lows: 

P{R=i}=P{BC=i-1}=ri-1, 1≦i≦CWm. (3)

Now, let ƒÑ denote the steady state probability that the 

tagged terminal transmits a packet in an arbitrary virtual 

slot. It is worthwhile to note that, by the definition of ƒÑ 

and the random variable R, it follows 

T=

1/

E[R]
 (4)

where E[R] denotes the expectation of the random variable 
R. The computation of E[R] can be done by its definition 
and using (3), but we have another simple way to compute 
E[R] as follows: 

(5)

Inaddition, from the definitions of p and τ we have 

p=1-(1-τ)N-1. (6)

Therefore, starting from (1) and (6) with an initial value of 

τ, we obtain an updated value of τ from (4) and (5). Then, 

if the updated value of τ is not very close to the initial value 

of τ, we perform the same procedure with the updated value 

of τ as the initial value of τ. We do this recursive procedure 

until we get an exact value of τ.

Remark. It is worth mentioning that the values τ and p 

obtained by combining (4) and (6) are exactly equal to the 

values obtained by Bianchi [15]. That is, using (1) and (5) 

E[R] can be rewritten as 

Hence, τ satisfies 

τ=
2/

1+CW0[1+pΣm-1
k=0 (2p)k]

, 

which is identical to the equation ƒÑ(p) in page 539 of 

Bianchi [15].

For later use, we introduce a random variable 

which denotes the remaining number of virtual slots for the 

tagged terminal to perform the next packet transmission at 

an arbitrary virtual slot in steady state. By renewal theory 

[16], it can be shown that 

P{R(e)=k}=
P{R≧k}/

E[R]
, 1≦k≦CWm

where P{R•†k} is obtained from (2) and (3).

Since all terminals are operated identically, the proba-

bilistic characteristics of terminals are all identical, that is, 

the above results for R and R(e) can be also used to model 

the packet transmission processes of non-tagged terminals 

in the network.

2.2 Inter-Transmission Time of Packets in the Network

In this subsection, we consider actual slot boundaries where 

the backoff counter value of the tagged terminal is either 

changed or frozen. A time interval between two consecutive 

actual slot boundaries is called an actual slot in the analysis. 

Note that the actual slot is different from the physical slot 

in the IEEE 802.11 DCF standard. In addition, the actual 

slot is also different from the virtual slot. The difference be-

tween actual and virtual slots occurs when there is a packet 

transmission from a non-tagged terminal in the virtual slot. 

In this case the virtual slot containing the packet transmis-

sion of the non-tagged terminal is divided into two actual 

slots, one of which is the packet transmission time of the 

non-tagged terminal and the other of which is the physical 

slot during which the backoff counter value of the tagged 

terminal is still frozen.

Let H be the number of actual slots between two con-

secutive packet transmissions in the network. To get the dis-

tribution function of H in steady state, we assume that there 

occurs at least one packet transmission at an arbitrary actual 

slot boundary, called the initial boundary, in steady state. 

We condition on the number N0 of terminals which trans-

mit packets simultaneously at the initial boundary. Then the 

probability mass function of N0 is given as follows: 

P{N0=j}=
(Nj)τj(1-τ)N-j/

ΣNl=1 (Nl)τl(1-τ)N-l

, 1≦j≦N. (7)

Here, the denominator is the probability that there is at least 
one terminal transmitting a packet at the initial boundary 

in steady state. Now, to compute the distribution of H, 

we should consider the backoff freezing procedure for non-
transmitting terminals at the initial boundary. That is, a non-

transmitting terminal with positive backoff counter value, 
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detecting a packet transmission needs one more actual slot 
to decrease its backoff counter value after the actual slot con-
taining the packet transmission [1]. Then, if we consider 
a terminal transmitting a packet at the initial boundary in 
steady state, the next transmission time for the terminal is 

given by R. On the other hand, if we consider the terminal 
transmitting no packet at the initial boundary in steady state, 
the next transmission time is given by R(e)+1. Here, one acu-
tal time slot is added due to the backoff freezing procedure 
for the non-transmitting terminal explained above. Hence, 
the distribution of H is given as follows: 

P{H≦h}=

N

Σ
j=1

P{N0=j}

×[1-(P{R>h})j(P{R(e)>h-1})N-j] (8)

where P{N0=j} is given in (7). Note that 

(P{R>h})j(P{R(e)>h-1})N-j

is the conditional probability that there will be no packet 
transmission in the network during [0, h], given that there 
are j terminals transmitting packets at the initial boundary.

Since the discrete time H is not the real inter-
transmission time of packets in the network, our next step 
is to compute the p.m.f. of the real inter-transmission times 
of packets in the network from the p.m.f. of H. To do this, 
we introduce a conditional probability q which is defined by 
the conditional probability that there occurs a packet colli-
sion, given that there is at least one packet transmission in 
the network. Note that the conditional probability q is dif-
ferent from the conditional probability p. By its definition, 
the conditional probability q is given by 

q=
1-(1-τ)N-Nτ(1-τ)N-1/

1-(1-τ)N

Let TS and Tc denote the times taken by a successful 
transmission and a collided transmission, respectively. That 
is, since we consider the RTS/CTS mechanism, Ts and Tc 
are given by 

Ts=RTS+SIFS+CTS+SIFS+Packet

+SIFS+ACK+DIFS,

Tc=RTS+DIFS

where RTS, CTS, Packet and ACK are the respective packet 

transmission times of RTS, CTS, Packet and ACK, and SIFS 

denotes the Short Inter-Frame Space.

Consider the case where H=h. Then, since H is the 

number of actual slots between two packet transmissions in 

the network, there is a packet transmission at the first actual 

slot and there is no packet transmission during the remaining 

h-1 slots. Hence, the real inter-transmission time of two 

packets in steady state is (h-1)ƒÐo+Ts with probability 1-q, 

and (h-1)ƒÐ+Tc with probability q where ƒÐ denotes the 

physical slot time of the IEEE 802.11 DCF. That is, 

H(r)=(H-1)σ+χsTs+(1-χs)Tc, 

where H(r) denotes the real inter-transmission time of pack-

ets in the network in steady state and ƒÔs is a random variable 

that takes 1 with probability 1-q, and 0 with probability q. 

We will check the validity of our results through numerical 

studies in Sect. 4.

Before closing this section, it is worth giving a remark 

on our analysis. As mentioned in [3], the freezing proce-

dure of the backoff counter for a non-transmitting terminal 

is not modelled for details in [15]. However, our analysis 

considers the freezing procedure of the backoff counter in 

detail.

3. The Service Time of the Network

In this section, we analyze the service time of the network, 

which is defined by the time interval of successful packet 

transmissions in the network.

Since the network experiences a collision with proba-

bility q at each packet transmission, the service time of the 

network, denoted by X, is computed as 

X=(H-1)σ+Ts+

Y

Σ
i=1

[(Hi-1)σ+Tc,i] (9)

where Y is a geometric random variable with parameter 1-

q, i.e., P{Y=y}=qy(1-q), y•†0 and Hi and are 

sequences of i.i.d. random variables whose distributions are 

the same as H and Tc, respectively. From (9) we can get 

the expectation and variance of the service time, denoted by 

E[X] and Var[X], respectively, in the network. From Wald's 

equation [16], it follows that 

E[X]=E[(H-1)σ+Ts]

+E[Y]E[(H-1)σ+Tc]

=σE[H](1+E[Y])+E[Ts-σ]

+E[Y]E[Tc-σ] (10)

where E[Y]=q/(1-q) and E[H], the expectation of H, can 

be obtained from (8).

To get Var[X], we first let Zi=(Hi-1)ƒÐ+Tc,i and use 

the conditional variance formula 

to get 

Var [YΣi=1 Zi]=Var[Z]E[Y]+E[Z]2Var[Y] (11)

where Z denotes the generic random variable for the i.i.d, 
random variables Zi. Then from (11) we finally get 



HWANG et al.: A NEW ANALYTIC METHOD FOR IEEE 802.11 DISTRIBUTED COORDINATION FUNCTION 

243

Var[X]=Var[(H-1)σ+Ts]+Var[

Y

Σ
i=1

Zi

]

=σ2Var[H]+Var[Ts]

+E[Y](σ2Var[H]+Var[Tc])

+Var[Y]((E[H]-1)σ+E[Tc])2

where Var[Y]=q/(1-q)2 and Var[H], the variance of H, 
is obtained from (8).

In Sect. 4, we simulate the IEEE 802.11 DCF network 
and compare the simulation results with the analytic results 
obtained above to check the validity of our analysis. In ad-
dition, to compare the accuracy of our results with others 
we also compute the expectation of the service time of the 
network by using Bianchi's model [15]. In Bianchi [15], he 
computes throughput S of the network, e.g., equation (13) 
of [15]. Note that throughput S can be also obtained from 
the expectation of the service time E[X] obtained in (10) as 
follows: 

S=
E[P]/

E[X]

where E[P] denotes the expectation of the size of a packet. 
Hence, we can compute the expectation of the service time 
of the network by using Bianchi's model as follows: 

E[X]=E[P]/S

=(1-τ)Nσ+Nτ(1-τ)N-1Ts/

Nτ(1-τ)N-1

+
[1-(1-τ)N-Nτ(1-τ)N-1]Tc/

Nτ(1-τ)N-1. 
(12)

The comparison between the value of E[X] in (10) from our 
model and the value of E[X] in (12) from Bianchi's model 
will be given in Sect. 4.

Based on the above results, we can easily obtain the 
expected medium access delay of a packet in the tagged ter-
minal, which is defined by time needed for the packet to be 
successfully transmitted after it is positioned in the transmis-
sion buffer of the tagged terminal for the first time, as fol-
lows. Since all terminals are identical, the expected medium 
access delay of a packet in the tagged terminal is given by 
NE[X]. We will verify our result of the expected medium 
access delay through numerical studies in Sect. 4.

4. Model Validation and Numerical Studies

In this section, we use simulations to validate our analytic 
model. In simulation studies where the RTS/CTS mecha-
nism is considered, we use system parameters given in Ta-
ble 1. The simulator is written in the C++ programming 
language and the simulation time for each run is 700 sec-
onds.

In the study, we change the number N of terminals in 
the network. N=20 and N=50 are used in Fig. 3 and 
Fig. 4, respectively. Figures 3 and 4 show the frequency of 
real inter-transmission times of packets in the network. In 

Table 1 System parameters .

the figures, we see that the peaks between 0 to 1ms are those 
with collided transmissions and the peaks between 9ms to 
10ms are those with successful transmissions. As seen in 
the figures, there is almost no difference between the simu-
lation results and the analytic results. It should be noted that, 
if we do not consider the packet transmissions of transmit-
ting terminals and non-transmitting terminals separately as 
in Bianchi's model [15], we do not have the first small peaks 
in the region [0, 1]ms and the region [9, 10]ms. Hence, we 
can conclude that our analytic method provides a good pre-
diction of the real inter-transmission times of packets in the 
network. In addition, as expected, by comparing 3(b) and 
3(c) with 4(b) and 4(c), respectively, we see that there are 
more collided transmissions and less successful transmis-
sions when N=50 than when N=20.

Next, we compute the expectation and variance of the 
service time of the network obtained in Sect. 3 and compare 
them with simulation results. In the experiment, we use the 
maximum backoff stage m=5 and change the network size, 
i.e., N=10, 20, 50 as well as the initial window size, i.e., 
CW0=16, 32, 64. The results are given in Fig. 5 and Fig. 6 
where simulation results are obtained by averaging the ex-

pectations and variances of the service time from 7 simula-
tion runs with simulation time 100 seconds. As seen in the 
figures, our analytic results are well matched with the simu-
lation results. In addition, as the initial window size CW0 is 

getting large, our analytic method predicts the service time 
more exactly and the effect of the network size N on the 
service time becomes less significant.

To compare the accuracy of our analysis with that of 
Bianchi's analysis, we give in Table 2 the expected ser-
vice times of the network obtained from simulation, equa-
tion (10) from our model and equation (12) from Bianchi's 
model. As seen in Table 2, our results from (10) are closer to 
simulation results than those from (12). The reason for this 
is that our analysis can consider the packet transmission pro-
cess and the backoff freezing in more detail than Bianchi's 
analysis.

Finally, we compute the expected medium access delay 
of a packet. In this study, we use the maximum backoff stage 
m=5 and the initial window size CW0=32. The results are 

given in Fig. 7 where we change the number of nodes from 



244 
IEICE TRANS. COMMUN., VOL.E91-B, NO.1 JANUARY 2008

(a)

(b)

(c)

Fig. 3 The frequency of inter-transmission times (N=20).

(a)

(b)

(c)

Fig. 4 The frequency of inter-transmission times (N=50).
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Fig. 5 The expected service time of the network.

Fig. 6 The variance of the service time of the network.

Table 2 Comparison with Bianchi's model for the expected service time 

of the network.

Fig. 7 The expected medium access delay of a packet.

10 to 50. As seen in the figure, our analytic results are well 
matched with simulation results and the expected medium 
access delay of a packet is linearly increased in the number 
of nodes.

5. Conclusions

The main contribution of this paper is to provide a simple 
and accurate analytic model to characterize statistical prop-
erties of the IEEE 802.11 DCF network such as the inter-
transmission time of packets in the network and the inter-
transmission time of successful packet transmissions in the 
network. To validate our analytic results, we use simula-
tions and compare our analytic results with simulation re-
sults. Our comparison shows that our analytic model well 

predicts the statistical properties of the IEEE 802.11 DCF 
network. As for further study, we will modify the proposed 
model to consider the real network conditions such as fading 
and unsaturated condition.
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