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A Novel Stereo Camera System by a Biprism

DooHyun Lee and InSo KwegiMember, IEEE

Abstract—in this paper, we propose a novel and practical stereo there would be no difference in the intensities of corresponding
camera system that uses only one camera and a biprism placed inpoints in the images. For stereo images acquired by the two
front of the camera. The equivalent of a stereo pair of images is cameras, the focal lengths and zoom levels of the cameras are
formed as the left and right halves of a single charge coupled de- ft. l ,htl diff t Diff in th tical i
vice (CCD) image using a biprism. The system is therefore cheap often shightly difierent. D1 _erenc_es 'n € optical properties
and extremely easy to calibrate since it requires only one cCD Of the two cameras cause intensity differences between corre-
camera. An additional advantage of the geometrical setup is that sponding points in stereo images. These unwanted geometric
corresponding features lie on the same scanline automatically.  and intensity differences should be reduced as much as possible

The_single camera and b_iprism have led to a simple stereo systemyq increase the ability to find correspondences reliably.
for which correspondence is very easy and accurate for nearby ob-

jects in a small field of view. Since we use only a single lens, cali- N this paper, we propose a novel stereo camera system that
bration of the system is greatly simplified. Given the parametersin can provide a pair of stereo images using a biprism. This camera
the biprism-stereo camera system, we can reconstruct the three-di- system also has the advantage that unwanted geometric and in-
mensional structure using only the disparity between the corre- tensity differences between the stereo images are reduced. It is
sponding points. ~ also easy to set up the biprism so that the corresponding fea-
Index Tl,e(;mS—B'p“S'm stereo, calibration, disparity, disparity  tyres lie on the same scanline automatically. The basic concept
map, Euclidean structure. of a biprism-stereo camera system is partially presented in [5]
and [6], and we present the proposed stereo camera system in
I. INTRODUCTION details.
. . This paper is organized as follows. In Section Il, the previous
ESEARCH on the recovery and recognition of three-dj- S pap 9 . the p
. . “waork is introduced. In Section Ill, the proposed biprism-stereo
mensional (3-D) shapes has been undertaken using_a o . )
. : ; . stem is introduced. In Section 1V, the method of the calibra-
monocular image and multiple views. Depth perception S . :
i ) ) . ) on of the biprism-stereo camera system using the distance be-
stereo disparity has been studied extensively in computer oo . :
g ) . : Ween the two reference points in 3-D space and the disparity
vision. The stereo disparity between the two images from two

distinct viewpoints is a powerful cue to 3-D shapes and po|an‘lathe image plane is presented. In Section V, we present some

estimation [1], [2]. For the recovery of a 3-D scene from asparlty map of objects. In Section VI, we present a method to

. . s . .cRmpute the depth map using only the disparities. We discuss
pair of stereo image of the scene, it is required to establi o . ;
e error analysis with respect to the pixel noise, and conclu-
correspondences [1]. The stereo process can be summarized . . .
. . . . . Sions are given in Section VII.
by the following steps: 1) detection of features in each image;
2) matching of features between the images under certain
geometric and other constraints; and 3) calculation of depth
using the disparity values and the geometric parameters of the [l. RELATED RESEARCHES
imaging configuration. While each of these steps is important
in the stereo process, the matching of features known as thé&tereo images are usually obtained either by displacing a
correspondence is generally thought to be the most difficgiingle camera in the scene or using two cameras mounted on
step and can easily become the most time consuming [1], [@]platform separated by a small distance. By devising a more
[4]. accurate calibration process and using higher-quality cameras,
A correspondence algorithm can produce more reliabtlee unwanted geometric and intensity difference between stereo
matches if the underlying images have smaller intensity aimdages can be reduced. Some difference, however, will still re-
geometric difference. Some geometric difference betweemain between the images.
stereo images is unavoidable, for it is actually the local geo-Nishimoto and Shirai [7] proposed a single-lens camera
metric difference between stereo images that results in thgstem that can obtain stereo images as shown in Fig. 1(a).
perception of depth. If the scene has Lambertian surfacésthe systems, a glass plate is placed in front of the camera,
and images are obtained with the plate at two different rota-
Manuscript received August 31, 1999; revised February 8, 2000. This paﬁ@nal positions. When the gl"flss platg 1S rqtated, the optical
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Fig. 1. Structure of stereo camera systems using single camera.

fixed to the body of the camera, make & 4fhgle with the op- obtained. However, their stereo system needs a complex mirror

tical axes of camera. A third mirror that can rotate is placed dinechanism.

rectly in front of the lens. The rotating mirror is made parallel

to one of the fixed mirrors and an image is obtained. Then, it lIl. BIPRISM-STEREO SYSTEM

is made parallel to the other fixed mirror and another image js _— .

obtained, Here also, although a single camera is used, the reé\.”Peflmtlon of Coordinates System

is the same as using two cameras with parallel optical axes. Figs. 2 and 3 show the geometry of a biprism and the
Both of these cameras considerably reduce unwanted g@gsociated coordinate system. We assume that the used charge

metric and intensity difference between stereo images. But #lpled device (CCD) camera is modeled as the ideal pinhole

cameras have parts that should be rotated when obtaining a §aera model, which is a perspective projection from the

of images. Exact rotation of the parts is a major design issueVerid to the image plane. The coordinags, X, Y, z) and

these systems, and two shots of a scene are required. Therefé?e; Xp, Y», Zp) are the standard coordinate system of the

this camera system can be used only in a static scene. camera and the biprism, respectively. ThieandY -axis of the

Fig. 1(c) shows a single camera system that can obtain imagég‘era coordinates are parallel to thig- andY,-axis of the

in a single shot using a single lens proposed by Gosthasby ism coordinates, respgctively, which means that the image
Gruver [9]. The obtained images are reflected about the imag@"e ©f the real camera is parallel to the base plardf the

of the mirror's axis. This camera system can obtain images i ®1SM- TheZ- and Z,-axis coincides the optical axis of the
single shot and through a single camera. But, the reversed im§g@iera. The distandg is the distance between the origin of

should be transformed to appear as if obtained by cameras viitfi PiPrism and the optical center of the camera anid the

parallel optical axes, before carrying out the correspondence Afwle of the biprism.
measuring the depth values from the correspondence. The inter- o L
reflection between the mirrors causes intensity difference gé- The Principle of Biprism
tween corresponding points in stereo images. The inclined planekl,. andIl; make the angle with the base

In their recent work, Nene and Nayar [10] proposed foyplanell, respectively, as shown in Fig. 3. An arbitrary point in
stereo systems that use a single camera pointed toward plagdb, space is transformed into the two virtual points by the in-
ellipsoidal, hyperboloidal, and paraboloidal mirrors as showatined biprism planedl, andll;, respectively. That is, an ob-
in Fig. 1(d). By use of nonplanar reflecting surfaces such as hjget point in 3-D space is transformed into the two virtual points
perboloids and paraboloids, a wide field of view (FOV) is easilpy the deviatior, which is determined by the angieand the
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Focal point

Image Plane

Fig. 2. Geometry of the biprism.

X whereé is the angle between a 3-D point and one of the two
A virtual points. The deviation of biprism, as a function oty
andn, defines the FOV of the biprism.

In Fig. 3, the geometric relationship between an object point
X, = [X,, Yy, Z,]F and the two virtual 3-D pointX, =
[(Xpry Yor, Zpe|F and Xy = [Xp, Yy, Zp]*, created by the
biprism, can be represented by simple transformations

" : —G;" m /

X, =T,X, X/ =TX, ®)
. 1, Image Plane

1 0 tané 1 0
T,=|0 1 0 T, =|0 1 0o |. (@
0 0 1 0 0

The matrixT; and T, describe the transformation matrix that
transform a real 3-D point into the virtual points by a biprism.
From (3), the distance between the two virtual points can be
obtained as

D =X, — X, =2Z,tan 6. (5)

Equation (5) indicates that the distance between the two vir-
tual points becomes larger as the 3-D point moves farther away
from the biprism. The distance between the two virtual points in-

(b) creases with the increase of the distance from an arbitrary point

Fig. 3. Principle of the biprism. (a) Perspective projection of the two virtudN the ObJeCt to the blprlsm.
points on the image plane. (b) An image captured by a biprism-stereo system.

C. Biprism-Stereo Projection Matrix

index of refractionn of the biprism. From the geometry of the We derive the camera projection matrix for the biprism-stereo

biprism as shown in Fig. 2, we obtain camera in homogeneous coordinates. Let the coordinates of the
biprism be the world coordinate system. There is a rigid body
a =61+ 0io §=0;1 + 6,5 — . (1) transformation between the biprism coordinates system and the

camera coordinates system. Perspective projection and pixel co-

In Fig. 2, a lens gathers all the light radiating from the tw8rdinates conversions are both linear transformations in homo-

virtual points X, and X;, and creates the two corresponding€neous coordinates. In addition, there is another linear trans-
image pointmlr andml. From (1), given the angla and the formation involved for the biprism, which accounts for genera-

refractive indexu, the basic relation for the biprism is given bytion of the two virtual pointsX,. andX;. The overall imaging
[11]-[13] process for the two virtual cameras can be expressed as a single

matrix multiplication in homogeneous coordinates [14], [15]
i sin((c + 6)/2) @ ~ i ) i
sin(c/2) smy = PiX, sm, =P, X, (6)
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TABLE |
PiIXEL COORDINATES AND DISPARITY AT EACH POSITION
my(uy,vy) mu,,v,) Disparity
% (a) (121,47) (472,47) 351
(b) (147,159) (492,159) 351
+ (a) (121,47) (472,47) 345
. : (b) (147,159) (492,159) 345
'-*-_’ :::‘_
Movement

(@)

plane are unchanged. Only the correspondence region will
be changed as shown in Fig. 4. Therefore, installation of the

biprism-stereo system is very easy. Table | shows the pixel
coordinates at each position. For the further simplification, let
the origin of the biprism be located on the optical axis of the
camera. Accordingly, the translation vector can be represented
ast =[0 0 ¢.]7%.

From (7), let the base plarié of the biprism be parallel to
the image plane of the camera, which means thattheand
Y -axis of the camera coordinates are parallel to_f)e and
Y),-axis of the biprism coordinate, respectively, and the biprism
i - does not rotate about thé-axis. Thus, the rotation matrig
and the translation vectarbecome

R=Iy; t=[0 0 ¢t]* 9)

(b)

Fig. 4. Pixel coordinates according to the position of biprism.

wherel is an identity matrix. R
From (6), the relationship between an arbitrary pdnt =

where [(Xp, Yy, Zp, 1]T and its projected pointsn; = [ug, v, 1]F
_ ) andm, = [u,, v, 1] onto the left and right image plane,
a0 uo T, of respectively, can be expressed as
Pr=|0 « wl|[R t] [0 13 }
0 0 1| 3 [uz} _ 1 [au(Xp—Zptan 5)+u0(Zp+tZ)}
_au 0 U0 ] OT Uy Zp + t,:/ Oé'UY;) + UO(Zp + tz)
P.=|0 a wl|[R t][o’ 13} 7 (10)
[0 0 1 ° {u} ! [au(Xp—i—Zptan 6)+u0(Zp+tZ):|
In (7), the matrixR. and the vectot describe the orientation Yr Zp+t. ayYp +vo(Zp +1.)

and position of the camera with respect to the biprism coordi- (11)
nates system. The coordindte), vo) is the coordinates of the
principal point in the image plane, and parametessand «,

are the focal length of the camera, measured in pixel units alohe%
horizontal and vertical directions, respectively.

From (10) and (11), it is easy to see that the corresponding points
on the same scanline. Equivalently, epipolar lines in biprism-
reo images are parallel.
We can derive a simple formula between the disparity and the
depth from (10) and (11). The relationship between the image
disparity and the depth can be obtained as

D. Relationship Between Disparity and Depth

In (7), we consider the rotation matd between the biprism
and the camera coordinates. In general case, the rotation matrix B _ 20 tan 6(Z —t.)
R can be expressed as d=ur —u = 7

12)

11 Ti2 T13 whereZ = Z, 4 t.,, which is the depth of the points on the ob-
R = |72 702 723 (8) jectinthe camera coordinates. The disparity increases with the
increase of the anglke of the biprism and/or of the focal length
of the camera. Itis clear that the disparity approaches a constant
&¢Rue, when the depth approaches infinity. Equivalently, the re-

, . ; o
gf freedo_m.lA,\rlota:tlon matrn% m‘tJhSt ?at'S?%R = :Oa'zd lationship between the inverse disparity and the inverse depth
et(R) = ext, we consider the translation vector can be expressed as

shown in Fig. 4, the coordinates of the virtual points according

to the translation along th& -axis do not change, which means 1k I (13)
that the pixel coordinates of its projected points onto the image d- Z_p + ke

731 T32 T33

where R has nine components but there are only 3 degr
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Fig. 6. Rectified images of the two virtual cameras.

The effective baseline distance increases with the increase of the
distancet. and/or of the angler of the biprism. As illustrated

in Fig. 6, the equivalent stereo images are coplanar and parallel
to their baseline. In other words, the images are rectified. The

left- and right-half images of the real camera corresponds to the

image obtained from the left and right virtual cameras, respec-

tively.

F. FOV

As shown in Fig. 5(b), the active image plane of the left and
right virtual cameras are formed by the left and right halves of
the image plane, respectively. In other words, regi@nand @
and regiong®) and @ comprise the FOV of the left and right

Fig. 5. Equivalent stereo system to the biprism stereo.

where virtual camera. The overlapped region between the two fields
1 of view defines the FOV of the biprism as the correspondence
ki =kot. and ky= 2o tan s region, which is related to the deviatiéras shown in Fig. 5(b)
The inverse disparity between the corresponding points is —§<FOV <$ (15)

proportional to the inverse depth in the biprism coordinates as

shown in (13). From (12), we observe that the disparity is COfphere§ = 2sin~' (n sin ) — .

stant independent of the location in the sceng - 0. The biprism is also known to create the so-called interference
area (IA). As shown in Fig. 7, the gray region denotes the IA in
E. Equivalent Stereo System the biprism image$, is defined as the angle between the base

Fig. 5 shows the equivalent stereo camera system tding and the line pas_sing through t_he optical center of the vir-
biprism-stereo system. The poinfa and P on the optical tua_l ca_mera_and the intersected point of the two inclined planes,
axis of the real camera are transformed into the virtual poiréich is defined by
P, P> and Py, P> by the inclined biprism planesL.
and II;, respectively. The virtual cameras are located on the §, = tan~! <tz — hy/ 2) (16)
virtual optical axis represented by the lii¢, ~ P»; and t.tan é
O, ~ P»9, respectively. The optical center of the real camera is
also transformed into the optical center of the virtual cameraghereh; is the thickness of the biprism. The IA in the biprism-
respectively. Accordingly, the optical center of the left and rigtgtereo image is a function &f andt.. In Fig. 7, the IA in the
virtual cameras is positioned at poirtdg, andO, respectively. image plane can be obtained as
The active image plane of the left and right virtual cameras

are forr_ned by the left and right halves of the image plane, A = o, < _ tan 6) ' (17)
respectively. tan 6,

In Fig. 5(b), the effective baseline distance of the biprism-
stereo camera systeRiis defined by We consider the A in the image plane according to the pa-

rameters in (17). Fig. 8 shows the IA according to the distance
t.. For the simulation, the focal length of the camera lens is set
to 16 mm, and the size of the used image and the angle of the

t. k1
a kocv,  K3cu, (14)
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Fig.8. A according ta. in the image plane: (a) the percentile 1A and (b) thd "OM (18), the transformed regigp’ and®" by the inclined

X1 =2Z,tan 6 Xo = Zytan ¢, = 2X. (18)

number of columns of the IA. planedll, andll; can be obtained as

biprism are equal to 640(Hy 480(V) pixels and 124 respec- hp = tan™!(2tan 6). (19)
tively. As shown in Fig. 8, it is easy to see that the IA decreases

as the distance, increases. When. = 150 mm, the IA in  Given the index of refraction of the biprism, the transformed
the image plane is within 3% and 18 columns, which is smatgion¢,, by the biprism increases with the increase of the angle
enough for many stereo applications. « of the biprism, which means that the distance between corre-

In Fig. 5(b), a 3-D point in the regiod) has the two cor- sponding points increases as shown in (15).
responding transformed points, whereas any points out of thene consider the effects according to the FOV of the camera
FOV do not have corresponding points. In Fig. 5(b), the tranfor correspondence in the biprism-stereo system. The horizontal
formed virtual region of regiortd by the inclined planesl, and vertical FOV of the camera, respectively, are defined by
andll; is region(®’ and D", respectively, as shown in Fig. 9.
The transformed virtual region as the correspondence region can 0 —tan-l Y 0, — tan-L h 20)
be obtained from the geometric relation. We consider an arbi- w e 2f Joban 2f
trary point on the boundary of the FOV of the biprism. An ar-
bitrary point is transformed into the two virtual points by thevherew and’ are the width and height of the CCD array of
inclined planedl,. andIl;, respectively. Therefore, one of thethe camera, respectively, arids the focal length of the camera
transformed points lies on thé,-axis. As shown in Fig. 9, the lens.
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Fig. 10. FOVincase op, < ¢, (a) the FOV of the real camera and (b) the
FOV of the virtual cameras.

If the horizontal FOW,, of the camera must be greater than (b)
the transformed region,, by the biprism, all the transformedFig. 11. FOVinthe case af, > 6..: (a) real camera and (b) virtual cameras.
points by the biprism will be projected onto the image plane as
shown in Fig. 10. Here, we assume that FOV of the real camera
is equivalent to the FOV of the virtual cameras as shown in
Fig. 10(a) and (b). If the transformed regigp is greater than
the horizontal FOW,, of the camera, then all the transformed
points by the biprism will not be projected onto the image plane.
The transformed regiop, by the biprism increases with the in-
crease of the angle of the biprism. From the geometric rela-
tion, the distance. can be obtained as

t.tané,
L= B S 21
“ tan ¢, — tan 6, (21)

The distance:. increases with the increase of the distance bEig. 12. Implementation of a biprism-stereo camera.
tween the origin of the biprism and the optical center of the

camera and/or of the FOV of the camera. Giverand the pa- stereo camera is calibrated. To obtain the intrinsic parameters
rameters of the camera, the correspondence region decregggfie camera, we use a well-known calibration algorithm by
with the increase of the angle of the biprism as shown in Faygeras and Toscani [16].
Fig. 11. Suppose we know the Euclidean distadtéetween the two
reference points in 3-D space. In (13), the biprism parameters
IV. EUCLIDEAN STRUCTURE AND CALIBRATION can be obtained through the minimization of the following cri-

This section presents a calibration method of the biprisrifrion:
stereo camera system using the distance between the two refer- N
ence points in 3-D space and the corresponding image disparity. min Z Sk, ko) — dT|2 (22)
It is straightforward to recover 3-D structure if the biprism- —
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Duispariny

@ (b) (©)
Fig. 13. Images and the computed disparity map in each positio&Z.(a} 150 mm; (b) Z, = 200 mm; and (c)Z, = 250 mm.

whered¢ (%1, k) can be easily derived from (10), (11), and (13)hey should be adjusted such that the corresponding points lie
and NV denotes the number of the corresponding points. on the same scanline in the image plane.

To solve (22), initial guesses fé; andk, are obtained from  For this particular prototype, the distance between the optical
the design parameters of the biprism and the intrinsic paraoenter and the biprisi is about 150 mm and the biprism is de-
eters of the camera. With the calibrated biprism and camesigned to have the angle of 12.4The thickness of the biprism
recovering 3-D structure using the disparity is straightforwarih (16), i, is set to 8 mm. The focal length of the camera lens
The distance between the origin of the biprism and the opticaid the size of the used image are equal to 16 mm and 640(H)
center of the real camera becomes x 480(V), respectively.

The distance between the two corresponding points
my(wy, v7) andm,.(u,., v,.) in the image plane increases with
increases of the distance between the two virtual points trans-
formed by the biprism in the camera coordinate. To compute

Known k1, k2 and the intrinsic parameters of the camerahe disparity map, a standard sum of squared differences (SSD)
3-D structure in the camera coordinates can be recovered usighnique is used for matching. For this particular experiment,
the disparity and the center coordinafes, v.) of the corre- we use a 25 25 window to compute the SSD. We consider the
sponding points in the biprism-stereo image. Giveand the disparity according to the depth as the distance to the biprism.
intrinsic parameters of the camera, we can compute the coorfig. 13 shows the disparity for a cylindrical object with the

= (23)

t.

natesX andY using radius of 11.6 mm. The distance from the biprism to the object
in Fig. 13(a) is about 150 mm, and the case of Fig. 13(c) is

X Ue — Uy Ve — V1T about 250 mm. The disparity becomes larger as the object

{Y} =7 [ Oy o, } (24) moves farther away from the biprism. Fig. 14 shows an input

biprism image for a textured object and the computed disparity

map. Fig. 15 shows an input biprism image for a block and the

computed disparity map. Fig. 15(b) shows the extracted corner
points, and we compute the disparity using the corner points as
shown in Fig. 15(c) and (d).

where

rFur vt )7
Z=2%,+t. and | :[“ } @
p¥is L}} 2 2 (

VI. EUCLIDEAN STRUCTURE
V. DISPARITY MAP A. Calibration of a Biprism-Stereo Camera System

This section presents some disparity maps of the objects|n the previous section, we presented a method to com-
which are computed from correspondences found automaticgliyte the depth map using only the disparity. Fig. 16 shows
in a biprism-stereo image. To obtain a biprism-stereo imageaa image obtained and the dimension of a calibration box
biprism is placed in front of the camera as shown in Fig. 12. Tor the camera calibration. Let us assume that the world
align the biprism with respect to the image plane of the camereference coordinate is centered at the lower-center corner
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©

Fig. 14. Images and the computed disparity map for a textured light bulb: (a) an input biprism image; (b) the computed disparity map; and (c) d gray-code
disparity image.

@ (b)
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Fig. 15. Disparity map computed from the biprism-stereo image for a block: (a) an input biprism image; (b) The extracted corner points; (c) tliedispapitye
map; and (d) the top view of (c).

of the calibration box. Using 60 reference markings on thHeg. 17(a) shows an image obtained by a biprism to estimate
calibration box as the reference points with known worl#; and k.. The distance between any two points on the
coordinates, a well-known calibration algorithm by Faugeraslibration box is 20 mm. Fig. 17(b) shows the computed
and Toscani [16] is implemented to calibrate the camemdisparity map. The calibrated parametdrs and k. using
Table Il shows the intrinsic parameters of the cameré22) are shown in Table Ill.
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Fig. 16. Calibration box for the camera calibration (26A.50 x 150).

TABLE I
CALIBRATED INTRINSIC PARAMETERS OF THECAMERA

o, [0 Uy Vo

1657.412 1668.626 339.626 272776

From the results of the calibration, is 151.7692 mmB
is 35.2192 mm, and is 6.6167. The perspective projection
matrices for the biprism camera are obtained as

_ i} @
1657 0 147 51 506
P = 0 1669 273 41384 150 R AR
i 0 1 152 N
(1657 0 532 51506 ] ol .. :
P.= 0 1669 273 41384 . v . . .
| 0 0 1 152 | wy . .
350, ++“++i :++*+¢
Fig. 18 shows epipolar lines obtained by the perspective Qf 345\\
projection matrices [17], [18]. The average residual is equal '0%2}350 450 400 350 300 250 200
to 0.3214 pixels, which is mainly due to misalignment of the “
biprism with respect to the image plane of the camera. In the )
next section, we analyze the error analysis due to misalignment
of the biprism. Fig. 17. Image and disparity map computed for a biprism calibration: (a) an

input image with a biprism and (b) the computed disparity map.
B. Correspondence and IA

From the results of the calibration in the previous sec-

tion, Fig. 19(a) shows the correspondence region that the TABLE il
. . L L . CALIBRATED PARAMETERS k1 AND k2

corresponding points exist in the biprism-stereo image. The
cross-hatching region represents the correspondence region as
the FOV of a biprism-stereo camera system. From (19) and 03906 00006
(20), the horizontal FOV of the camefig and the transformed - i
regiong, are equal to 113and 13.%, respectively. The width
and height of the CCD array of the used camera are 6.5 and
4.85 mm, respectively. The horizontal FOV of the camera is
smaller than the transformed region by the biprism. From (21),
the distance:. is equal to 748.3 mm. As shown in Fig. 19(a),
the correspondence region (FOV) can be obtained as follows:

ky k>

—6.6167° <FOV < 6.6167°, if 0<Z,<748.3
|X,|<0.0769Z, + 29.3[mm]|, if 748.3 < Z,.

(26)
From (17) and the results of the calibration, the IA in the
image plane marked by two white lines in Fig. 19(b) is about

19 columns. Fig. 18. Epipolar lines obtained by projection matrix.

FOV:{
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Fig. 19. (a) Correspondence and IA. (b) IA in the biprism image.

0.08
T -o—o—6 Av=(0.5 pixels
g 006 o o o Av=1 pixels
5 -8—a—a- Av=2 pixels ; ;
E 004 4 f“"""""1',""""""§ .......... , ...........
=
B 002 L memme e BT e
[a]
) e A H H
0 0.2 0.4 06 08

Zp [m]

Fig. 20. Depth errors according to the distadte

C. Error Analysis
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We consider 3-D points at a distance of 500 mm. If the
image coordinate difference is within 1 pixel, then the ro-
tated angles of the biprism about the camera coordinates are
smaller than 0.3 respectively. Accordingly, we present the
effect of the depth errors due to the image coordinate dif-
ference. From the results of the calibration in Tables Il and
I, Fig. 20 shows the depth error with respectda at each
distanceZ,. The ratio of Av to Au is very small. From the
result of Fig. 20, we conclude that the effect of the depth
error due toAw is negligible. The average residual is 0.3214
pixels as shown in Fig. 18. The depth error by this error is
within 0.01 mm. Therefore, we can define that the disparity
by (12).

2) Depth Error Due to Mismatching:

Pixel Noise Model: We define the pixel noise as the degree of
subpixel precision for matching. Also we assume that the noise
model is the Gaussian distribution. Lt;, v;) be the true and
(i;, ©;) be noisy observation df;, v;), then we have

u = u; +& e N/ (28)

where the noise ternds andn; denote independently distributed
noise terms having mean 0 and varian¢e Therefore

E[Si] =E[m] =0
ViG]l =Vn] = 0’1‘2

B661= {00 o

0, otherwise
) e
1 o2, ifi=j
Elnin] = {()7 otherwise
E[&n;] =0. 29)

Disparity Variance: Let (i1, 71 ) be the image coordinates of
a point in the left image anfli., #;) be the image coordinates
of its corresponding point in the right image. From these noisy
measurements, we define the noisy disparity as follows:

d = d(iy, 01, g, U2). (30)

In order to determine the expected value and varianck ok
expandd as a Taylor series &t , vy, uz, v2)

1) Depth Error Due to MisalignmentThis section ana-
lyzes the depth error due to misalignment of the biprism with the
image plane of the camera. To align the biprism with respect to
the image plane of the camera, they should be adjusted so that the
corresponding points lie on the same scanline inthe image plane.
Butitis possible thatthe corresponding points from misalignment
ofthe biprism may notlie onthe same scanline. Theimage coordi-
nate difference due to misalignment will be smaller than 1 pixel.

9 . .
) ~ od ad
d:d—i-z (uz—uz)ﬁﬁ-(vz—vz)%]
i=1 T T
9 - -
ad ad
=d in T ia 31
+; Saaﬁ”avi] (31)

From (12), the disparity between the corresponding points carmhigen, the variance becomes

rewrittenas
d= vAu? + Av? (27)

whereAy = u,. — w;andAv = v, — ;.

E[(J—d)Q]:agz <§§i> +<§—Z> N 7))
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Fig. 21. Depth error according to the disparity variancevfa)d) = 0.25; (b) var(d) = 0.5; (c) var(d) = 0.75; and (d)var(d) = 1.
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From (33), the partial derivatives in (32) can be represented as

~\ 2
od ) _ (2 — 1)’
<aﬂ,1> - (17,2—17,1)24-(172 —171)2
ad : B (g — y)*
Dy | (g — 1)2 + (Vo — 1)
od i _ (V2 — 01)?
o - (17,2 - 111)2 + (172 - 171)2
~N\ 2
AN (G — 51)?
<3—U2> (2 — 1)+ (D2 — 0)? (34)

From (31) and (34), the variance of the disparity can be obtained
as

var(d) = E[(d — d)?] = 202. (35)

From the above results, it is shown that the variance of the dis-
parity is as twice large as the variance of the pixel noise.

Depth Error According to the Disparity Variancefrom the
results of the calibration in the previous section, we present the
depth error according to the distance to the biprism with the dis-

Fig. 22. Recovered shape with one scanline for a textured light bulb: (a) ingea@rity variance. Fig. 21 shows the depth error according to the

biprism image and (b) recovered shape.

disparity variance. The depth error increases with increase of the
distance from the object to the biprism without considering the

From (30), the disparity between the corresponding points in tlisparity variance. That is, it is readily seen that the depth error

biprism-stereo image becomes

d= \/(1],2 - 1],1)2 + (172 - 171)2.

increases as the distanggincreases. Since the disparity differ-
ence becomes smaller as an object moves farther away from the
biprism as shown in (12). Therefore, a biprism-stereo camera
system is more accurate for nearby objects than for far ones.
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Fig. 23. Inputimage and recovered shape: (a) input biprism image; (b) extracted corner points; (c) recovered shape; and (d) top view of (c).

TABLE IV
RECOVEREDLINE SEGMENT LENGTHS
Line Recovered True value Error
Segment Value (=recovery-true) 1 - Computad
1-2 443981 448 -0.4019 L scanline
23 19.9069 22.0 -2.0931 '
1-6 65.7794 66.8 -1.0206
2-7 65.5072 66.8 -1.2928
3-4 44.0680 45.1 -1.0320
4-5 204130 222 -1.7870 @)
6-7 44.6866 44.8 -0.1134 . g:ierenoeShape —_—
7-% 42,5620 447 21380 5o overed Shape —
5-8 21.6107 21.7 -0.0893 Z, ’

From the results of the error analysis, it is evident that one
major factor for the depth error is the degree of subpixel preci-
sion for matching.

D. Experimental Results

Fig. 22 shows an input biprism image and recovered shape
with one scanline for a textured light bulb. To find the corre-
sponding points, a simple cross-correlation technique is us€l; 24. Recovered shape with one scanline in the two cameras with parallel
We use a 25< 25 window to compute the SSD. A 3-D shapé ptical axis: () right image and (b) recovered shape.
using the corresponding points can be reconstructed. The radius
of a light bulb is 29.9 mm. The errors in radius between the riength between the recovered shape and the true shape of the
covered shape and the true shape of the light bulb is smaller thdaock.

2 mm. Fig. 23(a) shows an input biprism image and the recov-We have also performed an experiment using a two-camera
ered shape for a block. We have used the pixel coordinatesstdreo system with parallel optical axis under the same ex-
the vertexes of the block with the pairs of corresponding poingserimental conditions as shown in Fig. 22. The coordinate
Fig. 23(b) shows the extracted corner points. Fig. 23(c) shoWX ., Y., Z,,) is the world coordinate system of the calibration
the recovered shape for the block. Table IV shows the errortix. In Fig. 24, we perform the 3-D reconstruction for the same

(b)
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scanline. The maximum error in radius is 1.8 mm. From thg10] S. Nene and S. Nayar, “Stereo with mirrors,”Rnoc. Int. Conf. Com-
above results, we conclude that the accuracy of the biprismq _ Puter Vision (ICCV'98)1998, pp. 1087-1094.

. . r;:]Ll] M. Bass and W. V. StrylandiiandBook of Optics I, II New York:
stereo is comparable with that of the two-camera stereo system:.” \iccraw-Hill. 1995.

[12] E. Hecht,Theory and Problems of Opticser. Schaum’s Outline Se-
ries. New York: McGraw-Hill, 1975.
[13] F. A. Henkins and H. E. WhitedFundamentals of Optics New York:

. . _ ; McGraw-Hill, 1976.
In this paper, a smgle lens camera system that can prowde 4] O. FaugerasThree-Dimensional Computer Vision: A Geometric View-

pair of stereo images using a biprism has been introduced. point Cambridge, MA: MIT Press, 1993.
stereo image obtained by the proposed camera system is equi¥s] G. Xu and Z. ZhangEpipolar Geometry in Stereo, Motion and Object

alent to the two images obtained from the two cameras with, ., Recognition: A Unified Approach Norwell, MA: Kluwer, 1996.
16] O. Faugeras and G. Toscani, “The calibration problem for stereo,” in

exactly the same optical properties, which greatly simplifies” " proc. IEEE Comput. Soc. Conf. Computer Vision and Pattern Recogni-
the calibration of the system. Also the corresponding points in  tion (CVPR'86) 1986, pp. 15-20.
the biprism-stereo image lying on the same scanline facilitate"’] évizerﬁT?N;'?zteé’;‘;”igg thgg‘;gpggg(sgeome”y and its uncertainty: A
the correspondence process. A larger FOV using multiple tw@ig) R. 1. Hartley, “In deféncepbf the 8-point algorithm,” Proc. Int. Conf.
biprism-stereo images can be obtained. It has been also demon- Computer Vision (ICCV'95)1995, pp. 1064-1070.
strated that the 3-D map using the 3-D structure can be recon-
structed from a sequence biprism-stereo images.

This camera system can obtain a stereo pair from a single
and through a single camera. Since the two images of a st
pair are obtained at the same time, this camera can be use

many applications including dynamic scenes.

VII. CONCLUSIONS
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