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Abstract

It is well known that any �nite missing samples of a band-limited signal

can be recovered when the signal is oversampled at a rate higher than the

minimum Nyquist rate. This paper handles the problem of recovering any

�nite missing samples when a band-limited signal is oversampled through

two channels. We �nd suÆcient conditions under which any �nitely many

missing samples can be recovered when samples are missing either from a

single channel or both channels.
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1 Introduction

When a band-limited signal is oversampled at a rate higher than the mini-
mum Nyquist rate, the samples thus obtained are not independent but has some
redundancy. Hence, through oversampling any �nite missing samples can be
recovered from the remaining known samples([1,2,7,9]). (See also [5] for an ab-
stract setting of the oversampling and recovering of missing samples in general
reproducing kernel Hilbert spaces.) Recently, Santos and Ferreira [9] considered
the problem of recovering missing samples in two-channel oversampling involv-
ing a signal and its derivative. In [9] it is shown that any �nite missing samples
can always be recovered if these missing samples occur either in the signal it-
self or its derivative. In this work, we consider arbitrary two-channeling of a
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band-limited signal and �nd suÆcient conditions under which we can recover
any �nite missing samples when they occur in a single channel or both channels.
We also give several examples illustrating our results.

2 Two-channel oversampling

Let PW� be the Paley-Wiener space of band-limited signals, consisting of square
integrable (i.e., �nite energy) signals f(t), of which its Fourier transform

f̂(�) := F(f)(�) = 1p
2�

Z 1

�1
f(t)e�it�dt

has a bounded support in [��; �].
Let aj(�) for j = 1; 2 be bounded measurable functions on [��; �] (i.e.,

pre�lters) satisfying
jdet a(�)j � � a:e: on [��; 0]

for some constant � > 0, where

a(�) :=

�
a1(�) a1(� + �)
a2(�) a2(� + �)

�
(2.1)

is the so-called transfer matrix. Let

cj(f)(t) := F�1[aj(�)f̂(�)] = 1p
2�

Z �

��
aj(�)f̂(�)e

it�d� (2.2)

be the channeled signals of f(t). Then, we have a two-channel sampling series
expansion.

Theorem 2.1. (cf. [3,4,8]) Any signal f(t) in PW� can be expanded as a
sampling series

f(t) =
2X

j=1

X
n

cj(f)(2n)Sj;n(t) (2.3)

where fSj;n(t) : j = 1; 2 and n 2 Zg is a Riesz basis of PW�. The series (2.3)
converges not only in PW� but also absolutely and uniformly on R.

Taking the Fourier transform of (2.3), we obtain

f̂(�) =

2X
j=1

X
n

hf̂(�); 1p
2�

aj(�)e
�i2n�iL2[��;�]�j;n(�) (2.4)

where f�j;n(�) = Ŝj;n(�) : j = 1; 2 and n 2 Zg is a Riesz basis of L2[��; �], of
which the dual is

f��j;n(�) :=
1p
2�

aj(�)e
�i2n� : j = 1; 2 and n 2 Zg:
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Then we have (cf. [6])

�j;n(�) =

r
2

�
D�1(bj(�))e�i2n�

where bj(�) is the j-th column of

b(�) := a(�)�1 =
�
b1;1(�) b1;2(�)
b2;1(�) b2;2(�)

�

and D : L2[��; �] �! L2[��; 0]2 is the unitary operator de�ned by

D(�)(�) =

�
�1(�)
�2(�)

�
=

�
�(�)

�(� + �)

�
:

For later use we note that as a Riesz basis of L2[��; �], f�j;n(�)g must be an
isomorphic image of an orthonormal basis of L2[��; �]. To be precise, we have

�j;n(�) = (T �)�1(ej;n(�)) (2.5)

where fej;n(�)g is the orthonormal basis of L2[��; �] given by

e1;n(�) =
1p
�
e�i2n��[��;0](�); e2;n(�) =

1p
�
e�i2n��[0;�](�)

and

T =
1p
2�

D�1 Æ a(�)� ÆD : L2[��; �] �! L2[��; �]

is an isomorphism where

�A(�) =

�
1 if � 2 A
0 if � =2 A

is the characteristic function of set A.
For a measurable set E in R, let jEj be the Lebesgue measure of E. We now

let B be a bounded band region, which consists of �nitely many disjoint closed
intervals and we consider signals in

PWB := ff(t) 2 L2(R) : supp f̂(�) � Bg:
We may and shall assume that B ( [��; �] so that the total length jBj of B is
less than 2�.

Viewing a signal f(t) in PWB as a signal in PW�, we can expand f(t) as in
(2.3). Then we also have

f̂(�) =
2X

k=1

X
n

ck(f)(2n)�k;n(�) =
2X

k=1

X
n

ck(f)(2n)�k;n(�)h(�) (2.6)
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for any bounded measurable function h(�) on [��; �] with h(�) = 1 on B. By
taking the inverse Fourier transform on (2.6), we obtain an oversampling series

f(t) =

2X
k=1

X
n

ck(f)(2n)Tk;n(t); t 2 R;

where Tk;n(t) :=
1p
2�

R �
�� �k;n(�)h(�)e

it�d�. Note that fTk;n(t) : k = 1; 2 and n 2
Zg may not be a Riesz basis of PWB in general.

Our main problem is as follows. Assume that �nitely many samples

fc1(f)(2m) : m 2 X1g and fc2(f)(2n) : n 2 X2g
are missing, where X1 and X2 are any �nite index sets. Under what conditions
can we recover these missing samples?

By (2.2) and (2.6), we have

cj(f)(t) =

2X
k=1

X
n

ck(f)(2n)h�k;n(�)h(�); 1p
2�

aj(�)e
�it�iL2[��;�]

so that

cj(f)(2m) =
2X

k=1

X
n

ck(f)(2n)h�k;n(�)h(�); ��j;m(�)iL2[��;�]

=

2X
k=1

X
n

ck(f)(2n)Rj;k(m;n)

where Rj;k(m;n) = h�k;n(�)h(�); ��j;m(�)iL2[��;�]. When X1 6= � or X2 6= �, we
let

X1 = fm1;m2; � � � ;mMg or X2 = fn1; n2; � � � ; nNg:
Then

c1(f)(2mj) =
MX
k=1

c1(f)(2mk)R1;1(mj ;mk)

+

NX
k=1

c2(f)(2nk)R1;2(mj ; nk) + g1;j ; 1 � j �M

c2(f)(2nj) =

MX
k=1

c1(f)(2mk)R2;1(nj ;mk)

+
NX
k=1

c2(f)(2nk)R2;2(nj; nk) + g2;j; 1 � j � N
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where fg1;jgMj=1 and fg2;jgNj=1 are known terms. Set

f = [c1(f)(2m1); � � � ; c1(f)(2mM ); c2(f)(2n1); � � � ; c2(f)(2nN )]T

and
g = [g1;1; � � � ; g1;M ; g2;1; � � � ; g2;N ]T :

Then following the same procedure as in [1,9] we can rewrite the above as a
matrix form:

(I � S)f = g (2.7)

where S =

�
S1;1 S1;2
S2;1 S2;2

�
is a block matrix with

S1;1 = [R1;1(mj ;mk)]
M
j;k=1; S1;2 = [R1;2(mj; nk)]

M N
j=1;k=1;

S2;1 = [R2;1(nj;mk)]
N M
j=1;k=1; S2;2 = [R2;2(nj ; nk)]

N
j;k=1:

For later use, we note that

Rj;k(m;n) =
1

�

Z �

��
aj(�)D

�1(bk)(�)h(�)e2i(m�n)�d�

=
1

�

Z 0

��
Gj;k(�)e

2i(m�n)�d�

where � = det a(�) and (cf. (2.1))

G1;1(�) = a1(�)b1;1(�)[h(�) � h(� + �)] + h(� + �)

=
1

�
a1(�)a2(� + �)[h(�) � h(� + �)] + h(� + �)

G1;2(�) = a1(�)b1;2(�)[h(�) � h(� + �)]

=
�1
�
a1(�)a1(� + �)[h(�) � h(� + �)] (2.8)

G2;1(�) = a2(�)b1;1(�)[h(�) � h(� + �)]

=
1

�
a2(�)a2(� + �)[h(�) � h(� + �)]

G2;2(�) = a2(�)b1;2(�)[h(�) � h(� + �)] + h(� + �)

=
�1
�
a1(� + �)a2(�)[h(�) � h(� + �)] + h(� + �):

Note that the missing samples f can be uniquely recovered from (2.7) if I�S is in-
vertible. In particular, if hSw;wi 6= kwk2 for any w = (u1; � � � ; uM ; v1; � � � ; vN )T
in CM+N n f0g, then 1 is not an eigenvalue of the matrix S and, consequently,
the matrix I � S is invertible. On the other hand, hSw;wi =Z 0

��
[G1;1(�)ju(�)j2 +G1;2(�)u(�)v(�) +G2;1(�)u(�)v(�) +G2;2(�)jv(�)j2]d�
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where u(�) =
MP
k=1

uk

�
1p
�
e2imk�

�
, v(�) =

NP
k=1

vk

�
1p
�
e2ink�

�
. Then

Z 0

��
ju(�)j2d� = kuk2 =

MX
k=1

jukj2;
Z 0

��
jv(�)j2d� = kvk2 =

MX
k=1

jvkj2

since f 1p
�
e2in�g is an orthonormal basis of L2[��; 0].

3 Missing samples from a single channel

In Section 3 we take B = [�r�; r�] except in Example 3.3 and assume that either
X1 6= � and X2 = � or X1 = � and X2 6= �. As it is pointed out in [9], when
0 < r < 1

2 , PWB � PW�
2
so that any missing samples fc1(f)(2m) : m 2 X1g

or fc2(f)(2n) : n 2 X2g can be recovered from the oversampling of c1(f)(t) or
c2(f)(t) in PW�

2
separately. Hence, we also assume 1

2 � r < 1 and X1 6= � and

X2 = �. Then the missing samples f1 = [c1(f)(2m1); � � � ; c1(f)(2mM )]T satis�es

(I � S1;1)f1 = g1 (3.1)

where g1 = (g1;1; � � � ; g1;M )T is known and

S1;1 =
1

�

h Z 0

��
G1;1(�)e

2i(mj�mk)�d�
iM
j;k=1

:

Since h(�) = 1 on B, we have from (2.8)

G1;1(�) =

8<
:

1 + a1(�)b1;1(�)[h(�) � 1] ; � � � � < �r�
1 ; � r� � � < �(1� r)�
h(� + �)(1� a1(�)b1;1(�)) + a1(�)b1;1(�) ; � (1� r)� � � � 0:

(3.2)
Let

E1 = f�� � � < �r� : a1(�)b1;1(�) 6= 0g
E2 = f�(1� r)� � � � 0 : a1(�)b1;1(�) 6= 1g

and E = E1 [E2.

Theorem 3.1. Let B = [�r�; r�] with 1
2 � r < 1. If jEj > 0, then any �nite

missing samples f1 can be recovered.

Proof. First, note that G1;1(�) = 1 on [��; 0] n E and

E1 = f�� � � � �r� : a1(�)a2(� + �) 6= 0g;
E2 = f�(1� r)� � � � 0 : a1(� + �)a2(�) 6= 0g:
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Since jEj > 0, there is an integer k � 1 such that jF j > 0, where F = F1 [ F2

and

F1 = f�� � � < �r� : ja1(�)a2(� + �)j � 1

k
g;

F2 = f�(1� r)� � � � 0 : ja1(� + �)a2(�)j � 1

k
g:

We now de�ne h(�) on [��; �] as

h(�) =

8><
>:

a1(�+�)a2(�)
a1(�)a2(�+�)

on F1 if jF1j > 0
a1(���)a2(�)
a1(�)a2(���) on F2 + � if jF2j > 0

1 on [��; �] n (F1 [ (F2 + �)):

Then h(�) is a bounded measurable function on [��; �] with h(�) = 1 on B for
which we have (cf. (3.2))

G1;1(�) =

�
0 on F
1 on [��; 0] n F:

Hence, for any u = (u1; � � � ; uM )T 2 CM n f0g,

hS1;1u; ui =
Z 0

��
G1;1(�)ju(�)j2d� =

Z
F c

ju(�)j2d� <
Z 0

��
ju(�)j2d� = kuk2

where u(�) :=
MP
k=1

uk

�
1p
�
e2imk�

�
.

Hence, 1 is not an eigenvalue of S1;1, that is, I � S1;1 is nonsingular so that
the equation (3.1) is uniquely solvable for missing samples f1.

WhenX1 = � andX2 6= �, the missing samples f2 = [c2(f)(2n1); � � � ; c2(f)(2nN )]T
satis�es

(I � S2;2)f2 = g2

where

S2;2 =
1

�

h Z 0

��
G2;2(�)e

2i(nj�nk)�d�
iN
j;k=1

and

G2;2(�) =

8<
:

1 + a2(�)b1;2(�)[h(�) � 1] ; � � � � < �r�
1 ; � r� � � < �(1� r)�
h(� + �)(1� a2(�)b1;2(�)) + a2(�)b1;2(�) ; � (1� r)� � � � 0:

Hence, by the same reasoning as above, we have:



192 J. M. KIM AND K. H. KWON

Theorem 3.2. Let B = [�r�; r�] with 1
2 � r < 1. If jEj > 0, where

E = f�� � � < �r� : a1(� + �)a2(�) 6= 0g
[f�(1� r)� � � � 0 : a1(�)a2(� + �) 6= 0g;

then any �nitely many missing samples f2 can be recovered.

In the case X1 6= � and X2 = � (resp. X1 = � and X2 6= �), we may take
h(�) = �B(�) to recover missing samples f1 (resp. f2) provided that

jEj > 0 and 0 � a1(�)b1;1(�) � 1 (resp: 0 � a2(�)b1;2(�) � 1) on E; (3.3)

where E is the same as in Theorem 3.1 (resp. Theorem 3.2).

Example 3.1. (derivative sampling [9]) Take a1(�) = 1, a2(�) = i� on [��; �]
so that c1(f)(t) = f(t), c2(f)(t) = f 0(t). Then we have with h(�) = �B(�)

G1;1(�) =

8<
:

��
�

; � � � � < �r�
1 ; � r� � � < �(1� r)�

1 + �
�

; � (1� r)� � � � 0

and

G2;2(�) =

8<
:

1 + �
�

; � � � � < �r�
1 ; � r� � � < �(1� r)�
��
�

; � (1� r)� � � � 0:

Hence, the condition (3.3) holds for both f1 and f2 so that f1 or f2 can be
recovered.

Example 3.2. (Hilbert transform sampling) Take a1(�) = 1, a2(�) = �isgn�
on [��; �] so that c1(f)(t) = f(t), c2(f)(t) = ~f(t) is the Hilbert transform of
f(t). Then we have with h(�) = �B(�)

G1;1(�) = G2;2(�) =

8<
:

1
2 ; � � � � < �r�
1 ; � r� � � < �(1� r)�
1
2 ; � (1� r)� � � � 0:

Hence, the condition (3.3) holds for both f1 and f2 so that f1 or f2 can be
recovered.

Example 3.3. (negative example) Take

B = [�r�;�1

2
�] [ [�(1� r)�; (1 � r)�] [ [

1

2
�; r�]
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with 1
2 < r < 1 and a1(�) = �B(�), a2(�) = �Bc(�). Then

a(�) =

8>>>><
>>>>:

�
1 0
0 1

�
on [��; 0] \B

�
0 1
1 0

�
on [��; 0] \Bc

so that jdet a(�)j = 1 > 0 on [��; 0]. Hence, b(�) = a(�) so that G1;1(�) = 1
on [��; 0] for any bounded measurable function h(�) on [��; �] with h(�) = 1
on B. Then any �nite missing samples f1 cannot be recovered for any choice of
h(�) since S1;1 = I. On the other hand, if h(�) = �B(�), then G2;2(�) = 0 on
[��; 0] so that any �nite missing samples f2 can be recovered.

Now we construct an example for which missing samples can be recovered
only by a suitable choice of h(�) other than �B(�).

Example 3.4. Take B = [�r�; r�] and aj(�)(i = 1; 2) on [��; �] as

a1(�) =

�
2 on [�s�; (1� s)�)
1 otherwise

a2(�) =

�
1 on [�s�; (1� s)�)
2 otherwise;

where 1
2 < r < s < 1. Then

a(�) =

8>>>><
>>>>:

�
1 2
2 1

�
on [��;�s�)

�
2 1
1 2

�
on [�s�; 0]

and

b(�) =

8>>>><
>>>>:

1
3

� �1 2
2 �1

�
on [�;�s�)

1
3

�
2 �1

�1 2

�
on [�s�; 0]:

Note that jdetA(�)j = 3 on [��; 0]. We now assume that a single sample
c1(f)(2m) (m 2 Z) is missing. The equation (3.1) becomes (1�S1;1)c1(f)(2m) =

g, where g is known and S1;1 = 1
�

R 0
��G1;1(�)d�. Hence, the missing sample

c1(f)(2m) can be recovered if and only if S1;1 6= 1. In this example the set E
in Theorem 3.1 is E = [��;�r�) [ [�(1 � r)�; 0] so that by Theorem 3.1 the
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missing sample c1(f)(2m) can be always recovered by a suitable choice of h(�).
In fact, for any bounded measurable function h(�) on [��; �] with h(�) = 1 on
B, we have from (3.2)

Z 0

��
G1;1(�)d� =

�Z �s�

��
+

Z �r�

�s�
+

Z �(1�r)�

�r�
+

Z 0

�(1�r)�

�
G1;1(�)d�

=

Z �s�

��

�4
3
� 1

3
h(�)

�
d� +

Z �r�

�s�

�4
3
h(�)� 1

3

�
d�

+

Z �(1�r)�

�r�
d� +

Z �

r�

�4
3
� 1

3
h(�)

�
d�:

Take

h(�) =

8<
:

4 on [��;�s�) [ (r�; �]
1=4 on [�s�;�r�)
1 on [�r�; r�):

Then S1;1 =
1
�

R 0
��G1;1(�)d� = 2r� 1 < 1 so that the missing sample c1(f)(2m)

can be recovered. On the other hand, if we take h(�) = �B(�), thenZ 0

��
G1;1(�)d� =

Z �s�

��

4

3
d� �

Z �r�

�s�

1

3
d� +

Z �(1�r)�

�r�
d� +

Z �

r�

4

3
d�

=
�5
3
+ r � 5

3
s
�
�:

Hence, if s = 3
5r+

2
5 , then r < s < 1 and S1;1 =

1
�

R 0
��G1;1(�)d� = 1 so that the

missing sample c1(f)(2m) cannot be recovered by choosing h(�) = �B(�).

4 Missing samples from both channels

We assume X1 6= � and X2 6= � so that we are missing samples from both
c1(f)(t) and c2(f)(t). In Section 4 we take h(�) = �B(�). Then

Rj;k(m;n) = h�k;n(�)�B(�); ��j;m(�)iL2[��;�]
= h�k;n(�); ��j;m(�)iL2(B):

Hence, we have for any w = (u; v) 2 CM+N

hSw;wi =
MX
j=1

MX
k=1

R1;1(mj ;mk)ukuj +

MX
j=1

NX
k=1

R1;2(mj; nk)vkuj

+

NX
j=1

MX
k=1

R2;1(nj;mk)ukvj +

NX
j=1

NX
k=1

R2;2(nj ; nk)vkvj
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=
D MX
k=1

uk�1;mk
(�) +

NX
k=1

vk�2;nk(�);
MX
k=1

uk�
�
1;mk

(�) +
NX
k=1

vk�
�
2;nk

(�)
E
L2(B)

:

Since (T �)�1(ej;n(�)) = �j;n(�) and so T (ej;n(�)) = ��j;n(�) (cf. (2.5)),

hSw;wi = h(T�1)�(w(�)); T (w(�))iL2 (B) = hP (T�1)�(w(�)); T (w(�))iL2 [��;�]
= h(w(�)); T�1PT (w(�))iL2 [��;�]

where P : L2[��; �] �! L2(B) is the orthogonal projection given by P (�)(�) =
�(�)�B(�) for any �(�) 2 L2[��; �] and

w(�) = u(�) + v(�) =

MX
k=1

uke1;mk
(�) +

NX
k=1

vke2;nk(�):

Assume PT = TP on L2[��; �]. Then

hSw;wi = hw(�); P (w(�))iL2 [��;�] =
Z
B�

jw(�)j2d� +
Z
B+

jw(�)j2d�

since supp u(�) � [��; 0] and supp v(�) � [0; �], where

B� = B \ [��; 0]; B+ = B \ [0; �]:

Hence, hSw;wi � R 0
�� jw(�)j2d� +

R �
0 jw(�)j2d� = kwk2 for any w in CM+N .

Lemma 4.1. Assume PT = TP on L2[��; �]. Then hSw;wi < kwk2 for any
w 2 CM+N n f0g if and only if jB�j < � and jB+j < �.

Proof. Assume that jB�j < � and take w = (u; v) 6= 0. We may assume u 6= 0.
Then

R
B�

ju(�)j2d� < R 0
�� ju(�)j2d� = kuk2 so that hSw;wi < kwk2.

Conversely, assume jB�j = � (then jB+j < � since jBj < 2�). Then for any
w = (u; 0) with u 6= 0, hSw;wi = kuk2 = kwk2.

The idea of using Lemma 4.1 in proving Theorem 4.2 follows from a re-
sult in [5] in which oversampling is handled in the abstract setting on general
reproducing kernel Hilbert spaces.

Theorem 4.2. Let B = B� [ B+ be a band region with B � [��; �] and
jB�j < �. Then for any signal f(t) in PWB, any �nitely many mixed samples
fc1(f)(2mk) : 1 � k �Mg[fc2(f)(2nk) : 1 � k � Ng can be uniquely recovered
if any one of the following 3 conditions holds:

(i) B� = B+ � �;
(ii) a1(�) = 0 on B+�(B� + �) and a2(�) = 0 on B��(B+ � �);
(iii) a1(�) = 0 on B��(B+ � �) and a2(�) = 0 on B+�(B� + �).

Here A�B = (A nB) [ (B n A) is the symmetric di�erence of A and B.
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Proof. By lemma 4.1 any �nitely many missing samples f can be uniquely re-
covered if PT = TP and jB�j < �. On the other hand, we have for any � in
L2[��; �]

PT (�)(�) =

(
1p
2
[a1(�)�(�)�B�(�) + a2(�)�(� + �)�B�(�)] ; � � � � < 0

1p
2
[a1(�)�(� � �)�B+(�) + a2(�)�(�)�B+(�)] ; 0 � � � �

and

TP (�)(�) =

(
1p
2
[a1(�)�(�)�B�(�) + a2(�)�(� + �)�B+��(�)] ; � � � � < 0

1p
2
[a1(�)�(� � �)�B�+�(�) + a2(�)�(�)�B+(�)] ; 0 � � � �:

Hence, TP = PT on L2[��; �] if and only if

�
a2(�)[�B�(�)� �B+��(�)] = 0 on [��; 0]
a1(�)[�B+(�)� �B�+�(�)] = 0 on [0; �]:

(4.1)

Now the condition (4.1) holds if and only if either (i) or (ii) in Theorem 4.2
holds. Therefore, under the condition (i) or (ii), TP = PT on L2[��; �] so that
any mixed missing samples f can be uniquely recovered. Finally, exchanging
the roles of a1(�) and a2(�) gives the condition (iii) under which f can also be
uniquely recovered.

As a special case, if B = [�r�;�(1� r)�][ [(1� r)�; r�] with 1
2 < r < 1 is a

band-pass region, then for any band-pass signal f(t) in PWB , any �nitely many
missing samples fc1(f)(2mk) : 1 � k � Mg [ fc2(f)(2nk) : 1 � k � Ng can be
uniquely recovered.

Remark 4.1. Theorem 4.2 provides only suÆcient conditions under which mixed
missing samples can be recovered. For example, let us consider Example 3.1
again, in which none of the three conditions in Theorem 4.2 holds. We now
assume that two mixed samples f(2p) and f 0(2p) are lost for some integer p.
Then using G1;1(�), G2;2(�) as in Example 3.1 and

G1;2(�) =

8<
:

�i
�

; � � � � < �r�
0 ; � r� � � < �(1� r)�
i
�

; � (1� r)� � � � 0

G2;1(�) =

8<
:

�i�(1 + �
�
) ; � � � � < �r�

0 ; � r� � � < �(1� r)�

i�(1 + �
�
) ; � (1� r)� � � � 0
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We have for any w = (u; v)T 6= 0 in C 2 ,

hSw;wi =

Z 0

��
[G1;1(�)juj2 +G1;2(�)uv +G2;1(�)uv +G2;2(�)jvj2]d�

=

Z 0

��
[G1;1(�)juj2 +G2;2(�)jvj2]d�

< juj2 + jvj2 = kwk2

since
R 0
��G1;2(�) =

R 0
��G2;1(�) = 0. Therefore, missing samples f(2p) and

f 0(2p) can be recovered.

Likewise, in the case of Hilbert transform sampling as in Example 3.2, one
can show that if p and q are integers such that 2(p � q)r is not an odd integer,
then missing samples f(2p) and f 0(2p) can be recovered although none of the
three conditions in Theorem 4.2 holds.
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