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ABSTRACT

This paper proposes avery accurate and relatively fast
method of estimating cycle-counts of target applications to
rapidly find architecture parameters of superscalar
processors that satisfy user-provided real-time constraints.
Furthermore, by giving a tight upper bound on the
estimation error, user can convince himself of the estimation
result. The method is based on a classification of benchmark
characteristics into two pieces: architecture independent and
architecture dependent ones. The speedup comes from the
fact that we need only one full-simulation to obtain the
architecture independent information instead of conducting
simulation whenever parameters change. Moreover, we can
reduce the simulation time in obtaining architecture-
dependent ones through sampled-data simulation with a
little loss of accuracy. Experimental results show 86 times of
speedup against full data simulation with 0.8% estimation
error on average, if the desired error bound is set to 5%.
When we set desired error bound to 20%, speedup increases
to 134 with 2.8% estimation error on average.

. INTRODUCTION

The demand for high-performance real-time application is
increasing due to the growth of computing power and user's
desire to new and better applications. One of the
representative applications is the multimedia domain.
Multimedia now defines a significant portion of the

ISBN: 1-56555-269-5

585

computing market, and this is expected to grow
considerably. As a consequence, the processing demands
for such applications are rapidly escalating. On the contrary,
processor design time window is becoming shorter and
requires an efficient design flow. To meet ever tightening
requirements of processor development, this paper proposes
a very accurate and relatively fast method of estimating
cycle-counts of target applications to rapidly find
architecture parameters of superscalar processors that
satisfy user-provided real-time constraints. There are
numerous technological alternatives that can be
incorporated into a processor design. These include
reservation station design, functional unit duplication,
processor branch handling strategies, and instruction fetch,
decode, issue width, and retirement policies. However, there
are practical shortcomings with these technologies for
efficiently culling a huge design space in an early design
stage. Benchmarks execute billions of instructions to test the
performance of the proposed system. Therefore, simulation
timeis getting prohibitive

Researchers have proposed several solutions to reduce
simulation time. One of the earliest studies takes a
contiguous part of the trace sample[1]. This paper showed
that a systematic sampling of contiguous traces could
estimate processor performance with a relative error of only
13% and 15 times of speedup against traditional simulation.
Recently, statistical simulation was proposed to speedup the
simulation process. In statistical simulation proposed in [3],
a dtatistical profile or a set of dtatistical program
characteristics is extracted from a program execution, e.g.,
the instruction mix, the distribution of the dependency
distance between instructions, etc. This statistical profile is
then used to generate a synthetic trace that is subsequently
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fed into a trace-driven simulator, which will compute the
attainable performance br the micro architecture model.
Thanks to the dstatistical nature of the technique,
performance characteristics quickly converge to a steady
state solution. Therefore, statistical simulation is a useful
technique for culling huge design spaces in limited time [4].
However this approach shows large error from 6% to 22%.
All of these approaches have relatively large error and they
do not provide the error bound on the estimated value.

This paper proposes faster, more accurate method of
estimating cycle-counts of high-performance applications
especially loop-intensive ones, which supports rapid design
spaceexploration of superscalar processors. Furthermore, by
giving atight upper bound on the estimation error, user can
convince himself of the estimation result. The rest of the
paper is organized as follows. Section 2 presents an
overview of the proposed approach, while Section 3 and 4
describes the details of the framework. After showing the
experimental resultsin Section5, we conclude in Section 6.

. OVERVIEW OF THE PROPOSED
METHOD

Before describing the details of the proposed method, let us
describe some basic terminologies and assumptions. A
program structure is a directed graph whose node and edge
represent the basic block and control flow of the program,
respectively. A basic block is a sequence of consecutive
statements in which flow of control enters at the beginning
and leaves at the end without halt or possibility of branching
except at the end. The proposed method is based on an
assumption that the program structure does not change
even though the architecture configuration changes. This
assumption holds for our framework thanks to the nature of
the run-time instruction scheduling feature of superscalar
architecture. In other words, there is no need to recompile
the benchmark program even when the parameters' values
change. Furthermore, the number of each basic block being
visited remains constant across parameter value change
because the control flow of the program does no depend on
the machine configuration. To summarize, the number of
execution counts for each block is architecture-independent
information. On the contrary, the execution cycle counts of
basic block is surely architecture-dependent. For example,
cycle counts taken for executing each basic block varies with
change of parameters, such as number of functional units,
branch prediction strategy, decode/issue width, and so on.
Finaly, there is a popular saying that most programs
spend ninety percent of their execution timein ten percent of
the code [5. While the actual percentages may vary, it is
often the case that a small fraction of a program accounts for
most of the running time. Especially, aloop that contains no
other loop is called an inner loop. These loops make
execution of the same basic block over and over again.
Therefore, we need not to repeatedly simulate same basic
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blocks again and again to obtain the execution cycle counts
of basic blocks. In general, it can be obtained with negligible
error by sampled data simulation, as our experimental results
show. The estimation is done through following three-steps.

® Step 1: Full data simulation to obtain exact execution
counts of basic blocks.

® Step 2: Sample data simulation to estimate cycle counts
of basic blocks.

® Step 3: Estimate total execution cycle counts from
these two information.

ih basicblock : B

Execution Countsof B: N, Architecture Independent Parts
Execution Costof B : G

: Smulate once

Architecture Dependent Parts
: Smulateevery time

Figure 1. Basic concept of estimation (a) Result of full-data
simulation (b) Basic block cost table

Fig. 1 (@) shows execution counts and cost information of
basic blocks obtained by full-data simulation. In this figure,
BB; is the basic block identifier, N is the basic block
execution counts, G is the execution cycles of basic blocks.
The BB; and N; are architecture independent parts. And G is
architecture dependent part. Fig.1(b) shows the flow of
estimation to obtain total execution cycles using sampled-
data simulation. The left side of Figl (b) represents
architecture independent information which is obtained by
full-data simulation just once. And the right side of Fig.1 (b)
represents architecture dependent information which is
obtained by sampled-data simulation. We reconstruct Fig.
1(a) from (b) with following eguation.
#basic blocks
Total Execution Cycles = a C, " N, @
i=1

When processor configurations vary, the N information will
be reused. And G will be obtained from simulation using
sample data which is much smaller than full-data. Therefore,
we can reduce simulation time to obtain total execution
cycles on various processor configurations. The problem is
how we can obtain accurate estimation of total execution
cycles with basic block cost obtained through sampled-data
simulation.
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Figure 2. Basic block cost (a) Pipeline status when a
program is executed (b) Contral flow between preceding and
current basic block (c) Small basic block cost (d) Large
basic block cost

Firstly, we define the cost of basic block before describing
the process of total cycle counts estimation. Since
superscalar architecture is pipelined, we need to consider
overlapping effects of instructions between consecutive
basic blocks in defining the basic block cost. Therefore, we
define the cost of a basic block as the number of cycles
taken from the last instruction of a preceding basic block
being retired to the last instuction of current basic block
being retired. To see Fig. 2(a) for example, the first
instruction |, of basic block B, enter into pipeline stage at C,,
whilethe last instruction I; of basic block B, is retired at C..
However, the instructions of the preceding basic block B,
remain in the stage from G to G. Therefore, the execution
cycles purely devoted to the basic block B, can be thought
of as G4 to G, which are 3 cycles. Fg. 2 (b)-(d) shows that
cost of the same basic block can vary for each preceding
basic block The current basic block B, has many
predecessors. If predecessor B; has large execution cycles
and many instructions of B are overlapped into B, the
execution cycles of B, will be smal (Fig. 2 (c)). If predecessor
B; has small execution cycles and a few instructions of B, are
overlapped into B, the execution cycles of B, will be larger
than previous case (Fig.2 (d)).

3.1 Cost Classifier

The basic block cost defined above is affected by following
factors.

® All execution pathsfrom the root to current basic block
in the program structure.

® Number of cache/branch prediction misses
for every basic block in the execution path.

However, considering al of these factors for accurate cost
calculation becomes impractical due to its large overhead.
Through many experiment, we found that following
smplified version suffices for the calculation of the basic
block cost while maintaining high accuracy.
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[ Predecessor] Current basic block] Missflag [ Execution cycles | (a)
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prediction miss cacher cacher TLB misses |cache missedcache misses ] )
misses misses misses

Figure3. Data structurefor basic block cost (a) Cost
classifier and cost (b) Missflag field

® An execution path from the immediately preceding
basic block to the current basic block.

® Number of cache/ branch prediction misses in the curr
ent basic block.

We define these pair of information as a cost classifier in a
sense that the cost of the basic block is uniquely determined
by them. In other words, a basic block can have different
values of cost by the number of distinct cost classifiers.
Since the cache and branch prediction miss information
affects the basic block cost, we need to conduct full-data sim
ulation whenever the cache/branch prediction parameter
changes. In spite of this limitation, we can reuse architecture
independent information when all other processor configurat
ions vary, whose number is much larger as will be shown in
our experimental results.

IV. DETAILSOF THE ESTIMATION
METHOD

This section describes the details of the proposed cycle-
counts estimation methodology. After brief presentation of
the data structures used for estimation, actual estimation
scheme is explained.

4.1 Data structure for Estimation

FHg. 3(a) shows te cost structure for a basic block
consisting of the cost classifier and associated cost. As
previously said, the cost classifier isatriple (preceding basic
block id, current basic block id, miss flag). The miss flag
includes the number of instruction cache/TLB misses, data
cache/TLB read misses and branch prediction miss in the
current basic block as shown in Hg. 3(b). This miss flag
largely affects execution cycles of a basic block, because the
cache and branch prediction miss penalty stall the pipeline
stages of a processor. For example, the instruction cache
missstall thefetch stagein the pipeline and data cache read
miss delay issue of the instruction, and branch prediction
miss stall the fetch stage and flush pipeline during penalty
cycles. Now, we define a data structure for basic block
execution counts, which isfilled in after full -data simulation.
As shown in Fig. 4(a), there are two fields for every cost
classifier.

® 7 of execution : number of occurrences of (preceding
basic block id, current basic block id, missflag)
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® resource usage : number of resource usage to execute all
instructions in the current basic block

Aswill be described later in detail, the resource usage field is
useful to calculate worst-case maximum execution cycles of
the basic block when there is no matching classifier in the
sampled-datasimulation result.

| Predecessor | Current basic block | Missflag | Execution counts | Resource usage |

@

#of long latency # of long #of # of instruction
floating point latency integer floating point # of memory computation
computation computation computation  [accessinstructions|  and control
instructions instructions instructions indructions

(b)

Figure4. Datastructurefor basic block execution counts
(a) Overall fields (b) Resour ce usage field

4.2 Estimation of Total Cycle Counts

Fig. 5 showsthe overall flow of estimating total cycle counts
with the data structures described previously. While we
obtain execution counts table using the execution counts
and cost filed after the full-data simulation, the execution
cost table is constructed after the sampled-data simulation,
as shown in Fig. 5(a) and (b), respectively. Therefore, we can
estimate execution cycles of a program from them by joining
table to apply Equation (1), as shown in Fig. 5(c).

We need to obtain execution counts table again only
when the structures of cache/branch predictor vary. To see
Fig. §b) and (c) again, we can observe that the costs for
BID,'s are not found in the tables. Note that this is hard-to-
avoid consequence due to the nature of sampled-data
smulation. This kind of situation requires worst-case
analysis, which will be described in detail in the following
subsection.

4.3 Calculation of estimation-error bounds

We need all execution costs for basic blocksto estimate total
execution cycles. However, G, G, and C5 are left blank at
the fourth column in Fig. 5(c). Actually, there can be two
kinds of missing in the cost table obtained through sample
data simulation — no cost for MF or BID. Fig. 6 (a) and (b)
show these two cases, respectively. These two kinds of
missing make an error and there is a chance to decrease
reliability of estimation. Therefore, we consider execution
cost bounds of missing basic blocks, and find the worst-
case error from it. Consequently, a designer can obtain total
execution cycles of a program within the desired error.

- Bounds of Execution Cyclesin theabsence of MF

Fig. 6(a) shows the case that there is identical BID but no
identical MF (Miss Flag) between execution counts table
and cost table. Even in this case, neighboring cost
information with the same BID and similar MF can exist in
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the cost table. Therefore, it is possible to find either
maximum execution cycles or minimum execution cycles

Sampled-data simulation
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D flag | cycles

BID, MFE, | g
VE, 1§
z

' }\

]

|1 BID MF

}‘—___,/

Full-data simulation

BasicBlocd Miss |Execution] Resource
T 1D flag counts | usage flag
BID; MF,

RU. 1

o]o]o

o

BID, MF,

BID. MF,

BD

MF
MF_,
ME_/

)

BID, MF

=
=

zI7 #: |1zlz|z|=z|zlz]
B
c

~—
Basic Block| Miss # of Executmn/
D

flag cycles 4 /
f

\\~Qo ol

[
C. o=

BID, MF

BID ME,

BID MF

BID MF

=]
ul
=== |1zlz]2)12| 2|z

oolo|: 1o

Figureb. Total cycle counts estimation (a) Execution counts
table (b) Execution cogt table (C) Joined tablefor estimation

about the missing cost. For example, Fig.7 (a) shows the case
that there are missing MF, and we can find maximum
execution cyclesin the basic block cost table. Let us assume
that the L2 cache miss penalty is 32 cycles and the L1 cache
miss penalty is 6 cycles. The MF, 0x00010130, represent that
there were one L 1 data cache read miss, L2 instruction cache
miss and three L1 instruction cache misses in executing this
basic block.

Basic block execution cost table
[ BID1] MF2 ] Execution cydles |

Basic block execution countstable
[ BIDL ] MF1] Execution counts | Resource usage |

X
@

Basic block execution cost table
[ BIDI ] MF2 ] Execution cycles |

Basic block execution counts table
[BID2 ] MFI] Execufion counts | Resource usage |

X

()
Figure 6. Two kinds of missingin estimating execution
cycles (a) Noidentical MF in execution cost table (b) No
identical BID in execution cost table.

The execution cycles of { BID;, 0x00010130} is smdler than
that of {BID1, 0x00000210} because, when the BID is
identical, the execution cycles only depends on
cache/branch prediction miss penalty. Therefore, the
maximum execution cycles of {BID,, 0x00000210} will be G.
The execution cycles of {BID;, 0x00100310} and {BID;,
0x0011032} may become the candidates of the maximum
execution cycles. However, it is excluded to get the tight
bounds of execution cycles. The minimum execution cycles
will be 0 because, if the execution cycles of the predecessor
block is large and that of the current basic block is small, the
last instruction of these two basic blocks may be retired
simultaneously. In Fig. 7(b), we can only find minimum
execution cycle counts to the contrary. In this case, we use
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resource usage information to calculate the maximum
execution cycles. Therefore, if we know the resource usage
information to execute all instructions of the current basic
block and the latency of resources, the maximum execution
cycles will be the form of weighted sum between resource
usage countsand its latency, because all instructions will be
executed sequentially in the worst case. In addition, the
cache/branch prediction penalty will be added. The minimum
execution cycleswill be 0, because the last instruction of the
current basic block may be retired with the last instruction of
the predecessor at the same time.

Basic block execution cost table

Vsmﬂ 0 |

[[Bio1] 0x00010130 | Execution counts | Resource ussge ——[BID]]
Max

Basic block execution countstable X I

(0x00000210
0x00100310
0x00110320

BID1}
BID1|

C
C
C

@

Basic block execution cost table

BIDI]  0x01000010 C,
BID1]  OxO1000130 C.
BID1|  0x01001130 Ce

Basic block execution countstable

[[Bi0L] 0x01100210 | Execution counts | Resource usage %

Max
?

(b)

Figure 7. Bounds of execution cycles when there isno MF
(@ Maximum execution cycles are found (b) Minimum
execution cyclesarefound.

As aresult, al of the execution cost of {BID;, MF}s which
are included in the execution counts table will be determined
with execution cost. We finally reconstruct the table having
dl G to estimate total execution cycles of aprogram. We can
easily estimate the bounds of the totd execution cycle
countsfrom thistable asfollows.

m m

AN~ G™ £ Tod Exetion CydeCouns £ AN G (2

i=1 =1
The actual execution cycles of aprogram exist between the
estimated minimum total execution cycles and the estimated
maximumtotal execution cycles. Therefore, the total
execution cycles of the estimation result will be

® Total Execution Cycles egimaion =

Total Execution Cycles,;, + Total Execution Cydles, 3
2

Fom Eq. (2) and(3), we can obtain the worst-caseerror as
follows.

® \Worst-case error(%) =
Total Execution Cycles i, , 100 4

Total Execution CycleS.gimation -

Total Execution Cycles min

If we measure the actual cycle counts by full-simulation to
verify the quality of the proposed method, the measured
error becomes the difference between the actual execution
cycles and the estimated total execution cycles as follows. It
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is easy to show that this measured error is always smaller
than the worst-case error, hence the latter being the error
bounds Therefore, a designer can obtain the estimation
result within the desired error by using the worst-case error.

#of long latency #of long #of # of instruction
floating point latency integer floating point #of memory computation
computation computation computation  |accessinstructions|  and control

instructions instructions instructions instructions
latency latency latency latency latency
All cache misses latency Bran_ch prediction
miss penalty

[ Maximum execution cycles | M|

[ Minimum executioncydes | 0]

Figure 8. Calculation of Maximum Execution Cycleswith
resour ce usage information

® Measured error (%) =

Total Execuion OydleSegimaion - Totd Execution Oydesaga ., (5)

Total Execution Cycles,,

4.4  Adaptive Sample Size Deter mination

Since sampled-datasizeis closely related to the speedup and
estimation error, sample size determination strategy is
important. As the size of the sample gets larger, estimation
error is reduced with the sacrifice of speedup. Moreover, the
size of sample satisfying the desired error bound is different
according to applications. Therefore, we proposean efficient
heuristic to determine the sample data size. We define the
sample size set asfollow.

S= {Sk | O0< k< N, Sk_l-< Sk}
® S,:sizeof K" sample data
® N :number of admissible sample data

First of all, designer need to prepare the sample size set
which is divided into equal space or user defined space. For
example, if there are 512K B input data, a designer can divide
it into equal space with 0.1KB. In this case, the number of
element becomes 5120 in the sample size set. However, for
some application such as EPIC, the sample size must be
power of two. In this case, designer needs to prepare only
feasible sampled-data set. After this sampled-data set is
given, we use binary search to determine best-fit size of
sample data through the design space exploration. Note that
the purpose of this procedure is trying to make the sample
size converge to the bestfit one, as soon as possible, where
the speedup is maximized while maintaining the estimation
error under the desired error bounds. This can be practically
important because even a single target application would
require lots of simulations by changing the parameter
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configuration, in which case the gross speedup over the
design space exploration would be largely dependent upon
the chosen size of sampled-data.

Table 1. Baseline ar chitectur e configurations

Poramciors [Vt
Processor Core

RUU size

LSQ) size

16 instructions
& instructions

Fetch Quene Size L ins

Funetional Units 1 Int

1 Integer multiply. 3
1 FP add, 2-evele latency
1 FP multiply. 4-cyele latency

Branch Predicti

Combined, Bimaodal 2K table

Branch Predictor
ol 1K table. 8 bit history
BTH

Return-adedress staclk

Ty, 4 way

Misprodict penalty

L1 data-cache 16K, 4-way(LRU)

3213 blocks

L-way(LRRU)

1213 blocks

1 eyvele lateney
L1 instruetion-cache 16K
1 eyele latency

(LRLT)

Unificed, 256K, 4-way

ocks, G-cyele latency

. D-TLB

32-cycle miss latency

125 entries,

V. EXPERIMENTAL RESULTS

We use the SimpleScalar smulator environment [Z as a
basic tool-set upon which the estimation capability is built.
Table 1 shows the baseline architecture configurations
selected from 37 parameters provided by SimpleScalar, to
verify the performance of the proposed method.
Furthermore, we selected Mediabench [6] as target
applications for the experiment because it is most popular
and well-organized benchmarks for various media
applications, ranging from signal and image processing to
cryptography. We estimated total execution cycles of
Mediabench  applications on  various processor
configurations using the proposed method. Mediabench
includes a set of mediaapplications and associated reference
data. However, the size of input data is closely related to
smulation time, hence the speedup. A skillful designer
would use a part of reference data which is enough to
represent the performance of a processor. Generdly, the CPI
(cycle per instruction) is well-known metric for performance
evaluation. When we simul ate a program with reference data,
the CPI will converge to the steady state value. Therefore,
we can obtain the CPI characteristics by simulating the data
until the CPI goesinto the steady state region. Therefore, we
determine the actual input data size as the value at which the
CPl just goes into the steady state region with 1% stable
margin. For example, the reference data size of the RASTA
application is 256KB, and its CPl is approximately 0.862 on
the baseline architecture. However, we can obtain the
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approximate CPl value of this application with only 32KB
input data. Table 2 shows the size of original reference data
and actual input data according to the applications.

Table 2 Comparison of reference and reduced input data size.

Applications Reference data (KB) | Input data (KB)
JPEG 100 43
GSM 289 5
G.721 100 22
RASTA 256 2
EPIC 256 256
ADPCM 289 51

Table 3. Comparison of Speedup with the5% desired error

Applications Reference data (KB) | Input data (KB)
JPEG 543 3.63
GSM 54.26 1.22
G.721 1886.05 434.6
RASTA 28.15 4.09
EPIC 8.16 8.16
ADPCM 212.86 64.88
Average 632.9 86.1

The reason why we reduce the reference data this way is to
fairly compare the speedup of the proposed method to
others as much as possible. The rest of reference data except
for the actual input data will be the redundant part which
increases speed up. Table 3 compares the speedup when we
use reference data and reduced input data for estimation
with the 5% desired error. In the rest of this paper, we will
regard the speedup with reduced input data as the speedup
of this approach. This metric will represent the useful ness of
the proposed method with the measured error.

5.1 Performance measurement through design

Space exploration

From now on, lots of graphs are going to be presented to
show the worst-case error and actually measured error for
the result of the proposed estimation method when
processor configurations vary . Note that the measured error
(distance between the true cycle counts and estimated value
by the proposed tool) is aways less than the worstcase
error, i.e., reported error bound. We followed the procedure
described in Section V, and gather the estimation results
with converged sample size and 5% desired error.

-Variationin the degreeof parallelism

There are four parameters in charge of the degree of
parallelism(instruction fetch queue size, decode width, issue
width, commit width). From the baseline parameter (4, 4, 4, 4),
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we estimate the execution cycles of two different
configurations using sampled-data simulation. Fig. 9(a) and
(b) show the estimation results including the worst-case
error and the measured error.

o= ] - ) I
, I
Figure 9. Variation of Ingruction fetch size,

decodefissue/commit width (@) (2,2,2,2) (b) (16,8,8,8)

-Variation of Reorder Buffer: RUU, LSQ

We consider a pair of RUU and LSQ sizefor design space
exploration,varying from the baseline parameter (16, 8) to (4,
4) and (32, 16). Fig.10 (a) and (b) show the estimation resuilts.

_ [om=ew
g DVemred o

Figurel0. Variation of RUU, LSQ size

-Variation of Memory & FU latency
Thereare various memory and functional units with different
latency.

® Memory latency group
(Branch prediction penalty, L2 data cache hit latency,
L1 data cache hit latency, L2 instruction cache hit
latency, TLB hit latency, TLB miss latency, Memory
accesslatency)

® Functional units latency group

(IALU latency, IMUL latency, FALU latency, FMUL
latency)

The memory latency group varies from (3,6,1,6,1,1,30,8) to
(7,12,1,12,1,1,25,64). And the functional unit latency group is
varied from (1,3,1,4) to (3,6,5,8). Fig. 11 (a) and (b) show the
estimation result with errors for each group, respectively.

- Functional Unit Duplication

The number of functional unit is directly related to the
execution cycles. However, it is not always proportional to
execution cycles. Therefore, a designer should carefully
consider the number of functional units, too. We grouped
four kinds of functional units as follows.

® (#of Integer ALUs, # of Integer Multipliers, # of Floatin
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g point ALUSs, # of Floating point Multipliers)

Do com e
Sl g
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........

Figurell. Variation of memory latency and functional unit
latency

We estimate the execution cycles from the base parameters
(4,1,4,1) to two other parameter group, (1,1,1,1) and (8,24,2).
Fig.12 shows the estimation results.

Figure 12. Functional unit duplication

5.2. Speedup and Measured Estimation Error

In previous subsection, we looked at the worst-case and the
measured error assuming 5% desired error. If a designer sets
the desired error larger, the size of sampled-data will
decrease. As a result, we obtain large speed up and the
measured error. We summarize al of the estimation results
according to the user-defined desired error and show the
loop information which is useful to partially guess the
complexity of the programs in Table 4. Average measured
error represents average of the difference between the total
execution cycles and the estimated total execution cycles on
the nine configurations, which is actual error by using this
estimation method. The speed up and the measured error are
dependent on applications, because the complexity of a
program structure is different. If the program structure is
simplelikeas ADPCM or G.721, we can obtain high speed up
and small measured errors through the proposed estimation
method. JPEG and RASTA applications are just the
opposite. The measured error is very small in spite of
estimation with large desired error. The average speed up is
86 times faster than full data simulation, and average of all
measured error is 0.8% with the 5% desired error. When we
set the 20% desired error, average speed up is 134 times
faster and average of all measured error is 2.79%. All of the
estimation results are satisfactory in speedup and measured
estimation error compared to previous research works. For
comparison, in the related work, the average speed up is 15
times faster and the average error is approximately 13% in
trace sampling method. Also, the result of statistical
simulation show 13% error, 6% error and 22% error in JPEG,
GSM and G.721 applications, respectively. Lastly, note that
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the speedup in table 4 is the result when the input data size
isreduced from the original reference data. To seethetable 3
again, we have speedup of 632.9 on average instead of 86.1
for the desired error of 5%.

Table4. Speed Up and Measured Error

5% Desired
Error

Ave,
Meas-
ured
Speed | Error
Up (%)
1.61
0.63

0.72

10% Destred
Error
Avg.
Me
ured
Error
Up (%)
1.72
1.67
1.50

20% Desired
Error
Avg.
Me
ured
Error
Up (%)
2.14
1.16
2.89
21
1.9

6.55

Execution s as
time ratio
Appli-
cations
JPEG
GSM
G.721
RASTA
EPIC
ADPCM

of loops # of Speed Speed

loops

98.44
96.97 27
10

278 3,78 4,00

122 15.04
436.6
4.09
8.16

G4.88

9.92

99.78 505.08 GG7.43
91.84

98.07

108 0.29
0.84

0.72

5.87
2949

70.77

0.85 5.9%
097

1.87

34.07

98.87 1 77,85

Average 86.1 0.8 104,15 | 1.43 134.06

2.79

There can be some argues which data size is practicaly

reasonable. One thing we can tell is that the size of the input
data should be determined according to the objectives of the
simulation. If one of the design objectivesisrelated to check
the system behavior against some constraints on peak
values, such as peak power, it would be better not to reduce
the size of the data. In this case, the speedup achievable by
proposed framework would increase as table 3 implies.

VlI. CONCLUSON

This paper proposed a very accurate, significantly fast
method of estimating cycle-counts of high-performance
applications, especially loop-intensive ones, which supports
rapid design space exploration of superscalar processors.
Furthermore, by giving a tight upper bound on the
estimation error, user can convince himself of the estimation
result. In the proposed method, architecture independent
information, such as numb er of execution counts for every
basic block, is obtained with a full-data simulation. This
information is reused over and over again when the
architectural parameters change in the course of design
space exploration, during which sampled-data simulation is
sufficient to obtain the architecture-dependent information,
namely basic block cost. The only exception to this
statement is the cache/branch prediction parameters.
Although full-data simulation is needed for such parameters
change, this is acceptable kecause there are much more
parameters requiring only sampled-data simulation, as
shown in Section V. After applying the proposed method to
Mediabench applications, the results showed & times of
speedup against full-data simulation with 0.8% estimation
error on average, when the desired error bound was set to
5%. With desired error bound of 20%, speedup increased to
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134 with 2.8% estimation error on average. The results were
much more promising than those of previous research works
such as trace samp ling method and statistical method, in
terms of speedup, accuracy and reliability. Future works
include developing more accurate basic block cost model

related to execution path and cache/branch prediction
misses characteristics. In addition, the power/area estimation
scheme will be integrated to extend the applicability of the
proposed framework.
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