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Abstract: In this study, the authors consider a delay control problem with proportional fair scheduling in time-varying wireless
channels. For proportional fairness of transmission rates among users, a congestion control scheme is proposed for guaranteeing
both throughput and delay of the wireless network. Specifically, a scheduling weight is introduced to control queue lengths
without degrading the throughput of the network because the delay of users depends on their queue length. Using the
asymptotic approximation technique, the throughput and delay performance of the proposed scheme are analysed and showed
the multiuser diversity effect analytically in the Rayleigh-fading wireless channels. Finally, simulation results show that the
proposed scheme improves delay without degrading throughput.

1 Introduction

Proportional fair scheduling (PFS) [1] is known as the best
way to guarantee throughput based on each user’s condition
without degrading fairness among users. Although it is
firstly proposed for wireline networks to guarantee the
throughput among flows, which have different routing paths
[1] by the network utility maximisation (NUM), it is still
useful to guarantee the throughput of each mobile station
(MS) in downlink transmission, which suffers different
characteristics of wireless channels. Each MSs channel
characteristic is reflected to the statistical history of
previously transmitted packets with an implementation
scheme of PFS in [2]. Generally, although wireless channel
capacity is degraded because of the fading characteristics of
wireless channels, there are more chances to transmit
packets in the high signal-to-noise ratio (SNR) condition
when the number of MSs is growing. Specifically, in a flat-
fading environment with sufficiently large coherence time,
the throughput of PFS in time-varying wireless channels
is improved by exploiting multiuser diversity [2]. The
requirement for exploiting multiuser diversity is an
availability of a channel state information (CSI) of all MSs
in a base station (BS) without distortion.

In a view of NUM, the proportional fairness among users is
achieved with the distributed implemented algorithm. Only
the required information in a source is the sum of the
traversed links implicit cost value [1]. Also, the required
information in the link is the sum of the injection rates and
the link capacity. However, the result of [1] does not
consider the scheduling part of the NUM framework, which
is more important because of the time-varying
characteristics of the wireless capacity. The scheduling in
time-varying wireless channels for delay performance is
represented by throughput-optimal scheduling [3—5], which
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is a subproblem of NUM. If an input rate vector is inside
the capacity region [3, 6] of wireless channels, the
scheduling to maximise a queue length weighted sum of the
rates is stabilising the queue length of each user. Tassiulas
and Ephremides [3] have shown that the capacity region of
the throughput-optimal scheduling with on—off channels is
improved while stabilising queue lengths. By controlling
the input arrival rate of each user for NUM in downlink
transmission, Eryilmaz and Srikant [4] have shown that the
throughput-optimal ~ scheduling results in the same
performance as PFS. Also, they have claimed that the dual
subproblem of NUM is implicitly solved with the queue
update equation and analyse the system performance both
in the continuous-fluid model and the original model.
Similar results for multihop networks are shown in [5].
Recently, Weeraddana et al. [7] present the resource
allocation algorithm for multicommodity multichannel
wireless networks. Gatsis ef al. [8] consider the optimal
wireless network design in the presence of fading and
develop the algorithm to solve the physical layer resource
allocation problem.

In addition to the throughput performance of PFS in time-
varying wireless channels, the delay performance is more
important for quality of service of the wireless networks.
However, since the queue length is used for an indicator of
network congestion and scheduling urgency, the delay
cannot be easily controlled. Moreover, the tradeoff exists
between the proportional fairness and the queue length.
Although the results using a virtual queue are proposed in
[9, 10] and the result using a shadow queue is proposed in
[11], the throughput is more degraded while controlling
delay. Recently, Huang and Neely [12] have presented the
improved delay reduction result, which is comparable with
the result of Neely [9]. Also, Khodaian and Khalaj [13]
have presented the optimal random access control scheme
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in the delay constrained NUM problem and Jaramillo et al.
[14] consider the max-weight scheduling problem in time-
varying wireless channel with heterogeneous delay
constraints.

In this paper, we propose a scheme to achieve controlled
delay for PFS in the Rayleigh fading wireless channels and
analyse both the throughput and delay performance. To
control the delay of each user, we propose a congestion
control scheme for guaranteeing both the fair throughput
and the controlled delay. Then, we design the scheduling
weight of the throughput-optimal scheduling in [4] so that
the parameter dependency on queue length in [4] is
eliminated. Moreover, we analyse the average performance
using the asymptotic approximation [15] and show the
multiuser diversity effect analytically. With the obtained
closed form of throughput and delay, we easily evaluate the
performance of both the proposed scheme and the
conventional PFS. Finally, we show that the proposed
scheme controls delay without degrading the network
throughput compared with the previous results through the
simulation.

The paper is organised as follows: in Section 2, we
introduce the system description. In Section 3, we review
the conventional PFS and propose a new congestion control
scheme with the scheduling weight. In Section 4, we
analyse the performance of the proposed scheme by using
asymptotic approximation and show the asymptotic stability
of the steady state. In Section 5, we compare our proposed
scheme with the existing results. Finally, we present the
conclusion in Section 6.

2 System description

We consider a downlink transmission from a BS to MSs
through time-division multiple access (TDMA) with slotted
time n =0, 1, 2,.... We assume that only one user is
associated with one MS. Also, we only consider the elastic
traffic as shown in [1, 4], whose rate can be controlled
according to the network congestion condition. We assume
that every MSs CSI is available in the BS at the beginning
of each time slot without distortion because we do not
consider the feedback reduction scheme in the multiuser
diversity system [16]. Thus, the SNR values of all MSs are
assumed to be fixed within a time slot and are available at
the BS. Although the relation between wireless channel
capacity, C, and SNR is described from Shannon’s capacity
theorem such as C = Wlogy(1+ SNR) generally, we
assume that the channel capacity is a linear function of
SNR throughout this paper as shown in [17—19]. Note that
the Shannon’s capacity is approximated to a linear function
of SNR at small values of SNR. Thus, we adopt the
channel capacity equation in [17, 18] as C = W-SNR with
W = Wi2q log, 10, where W is the bandwidth of the
network, and ¢ is the required bit-error-rate (BER) index,
that is, ¢ = 4 if the required BER is 10~ *. Finally, the
symbols used in this paper are summarised in Table 1.

3 Delay-controlled PFS scheme with
scheduling weight

In order to control the delay with PFS, we adopt the structure
in [4]. Since both the throughput-optimal scheduling scheme
and the congestion control scheme in [4] use the queue length
as the implicit cost, it is not easy to control the each user’s
delay. We first review the queue length-based scheme in
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Table 1 List of symbols used

Symbol Description

qin) queue length of user i at time n

wi(n) weight of user i for throughput-optimal scheduling
at time n

xi(n) input arrival rate of user i at time n

1{n) scheduling indicator of user i at time n

Ci(n) channel capacity of user i at time n

Ailn) controlled input arrival process of elastic traffic
during [n, n+ 1)

N number of users

K parameter for adjusting tradeoff between PF and
delay

Bi desired delay of user i

0i, Vi @i control parameters

EY, minimum value of win)

pi optimisation variable for throughput-optimal
scheduling

e channel capacity variable

fi({) pdf of user is channel capacity

A parameter of exponential distribution for channel
capacity

g;(n), w;(n), average state variables of g{n), wi{n), xi(n)

)_(,'(n)

Qs Wi, Xis  average steady states of g;(n), w;(n), x;(n)

Vi defined as A;/w;g

Di average throughput of user i

(_1,- average delay of user i

[4], then propose the delay controlled PFS scheme, which
eliminates limitation of the delay control in [4].

3.1 Review of conventional PFS scheme

At the BS, the queue length of user i, g;, is updated as follows

qi(n + 1) = [q,(n) + A,(n) — Ci(”)[i(”)]+ (D

where A;(n) is the controlled input arrival process of the
elastic traffic during [n, n 4 1), C;(n) is the channel capacity
of user i at time n and [;(n) is the scheduling indicator at
time n. Note that [-]7 = max(-, 0). The result in [4]
achieves PFS using both the queue length-based
throughput-optimal scheduling for /;(n) and the queue
length-based congestion controller for A,(n). First, the
throughput-optimal ~ scheduling is  described  with
optimisation variables, p'= [p,, ..., py] where p;, € [0,1],
at the BS in the TDMA environment as follows

N
I(n) = arg max ; wi(n)C(m)p;
2

N
st. Y p=1
i=1

where w;(n) is the weight of user i for the throughput-optimal
scheduling at time n, N is the number of users and
I(n)=[I,(n), ..., Iy(n)]. The conventional throughput-
optimal scheduling for proportional fairness [4, 5] uses the
queue length as the weight directly, that is, w;(n) = g,(n).
From the scheduling in (2), we know that a user with the
highest value of w;(n)Ci(n) is always selected to transmit at
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time n, that is, [(n) =1, if i=1i", and Li(n) =0, if i # i*
where i* = arg max; w;(n)C,(n).

The queue length-based congestion controller is designed
with controlling the average arrival rate E[A4;(n)|q:(n)] as
K/gq;(n). Then, with the throughput-optimal scheduling, the
queues of all wusers are stabilised while achieving
proportional fairness. Note that the parameter K is used for
adjusting tradeoff between the proportional fairness and the
delay performance. If we want the better proportional
fairness, that is, larger K, each user suffers from the larger
amount of delay from the authors [4, 5]. However, because
the delay is affected by the channel characteristic as shown
in (1) and (2), the delay of each user is hard to control to
the desired value by adjusting K.

3.2 Proposed scheme with scheduling weight

We newly design the weight of the throughput-optimal
scheduling, w;(n), without using the queue length directly.
Note that since the queue length of both the throughput-
optimal scheduling and the congestion controller in [4]
come from the same cost of the optimisation problem, the
optimal input arrival rate for proportional fairness now
changes to K/w;(n). Then, using Little’s formula [20] and
the optimal arrival rate, K/w;(n), we propose a new
congestion control scheme to control the delay of each user.
Moreover, we present a weight update scheme using the
optimal arrival rate.

First, we design the congestion control scheme to satisfy
both the delay of each user and the input arrival rate as
follows

+
xi(n+1)= |:xi(”)+ ei{qi(n)_'BiW'I({n)} " yi{Xi(n)_w‘l(<’l)}i|
G3)

where x;(n) is an input arrival rate of user i at time n, 3; is a
desired delay of user i, and +y; and 6; are control parameters.
Note that x;(n) is the same as A;(n). The second term of the
right-hand side (RHS) of (3) is affected by the queue length
of each user. Since the optimal input arrival rate for
proportional fairness is described by K/w;(n), we set the
desired queue length as B;(K/win)) from Little’s formula
[20]. Then, if the queue length is larger than the desired
queue length, B;(K/w;(n)), the input arrival rate should be
decreased, that is, 6; should be negative. Moreover, the
third term of the RHS of (3) controls the input arrival rate
directly. If the arrival rate is larger than the optimal input
arrival rate, K/w;(n), we lower the input arrival rate,that is,
v; should be also negative. Secondly, since we do not use
directly the queue length as the weight of the throughput-
optimal scheduling any more, we design the weight, w;(n),
as follows

w;(n+1)=max |:8i’wi(n)+ai{xi(n)_w‘l({”)H @

where «; is a control parameter and &; is a very small positive
parameter to prevent the term, K/w;(n), from going to infinity.
Note that the parameter, «;, should be negative because the
optimal input arrival rate, K/w;(n), permanently increases
when the weight decreases with positive «;.

With the congestion control of (3) and the proposed weight
update of (4), we adjust the queue length for the delay, the
scheduling weight for the throughput-optimal scheduling,
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and the input arrival rate for proportional fairness. Then, we
expect that the state variables such as g;(n), x;,(n) and w;(n)
from (1) to (4) go to the desired values from the stability
analysis in [21]. We will confirm that the average
throughput of the proposed scheme is the same as the
throughput of the conventional PFS [4] through
performance analysis. Also, we will confirm that the
average delay is controlled to the desired value.

4 Performance analysis and asymptotic
stability

Since only one user has a chance to transmit packets at time »
from (2), it is hard to determine the steady state of (2)—(4).
Thus, from the asymptotic approximation [15], we analyse
the performance of the proposed scheme in the average
sense. Since the scheduling indicator, /;(n), is determined
according to the channel capacity, C;(n), and the state
variables such as g¢;(n), win), x;(n), we obtain
E[C(n)[(n)|q(n), w(n), x(n)] using the probability density
function (pdf) of the channel capacity, C;(n) where
Gn) = [1(n), -, gy, W) = [wy(n), ..., wy(m)] and
3n) = [ (), ... xy()]

Consider two users indexed by i and j. If the channel
capacity of user i is { and the scheduling weight vector is
w(n), the conditional probability of the total weight of user
i, which is a product of w;(n) and C;(n), larger than the total
weight of user j is described as follows

Plwi(m)Ci(n) = w;(n)C;(n)|Cy(n)

w;(n)

Wj(”)

= & (n)] = P[Cj(n) <2y

W(n)} ®)

As the channel state at time # is independently distributed
among users, the conditional probability of user i chosen is
a product of probabilities of (5) for all j # i. Also, because
I(n) is only related to w(n) from (2), the conditional
probability is only associated with w(n). Thus, the
conditional probability of user i chosen is described as
follows

PlI(n) = 11C,(n) = &, q(n), #(n), F(n)]
= PlI(n) = 1|C,(n) = ¢ W(n)]
= Plw,m)Ci(n) = w,(mCi(n), ¥j # i1Ci(n) = & w()]
N
= [[POwinCi(n) > w, ) Cm)| Cin) = &, wi(m)]

J#i
(6)
Then, we show the following expectation
E[C(m)I(n)|q(n), w(n), X(n)]

00

:j {PlL(n) = 1IC(n) = ¢, q(n), w(n), X(m]fi({) d{
0

00 N

= j (TP Cin) > wi(m)Cm)|C )
0 j=#i

= £ w(n)lfi(§) df (7

where f;({) is the pdf of user is channel capacity.
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As we mentioned in Section 2, the channel capacity of user
i is represented by the product of ' and the SNR of user i,
that is, Ci(n) = W-SNRy(n). Also, since we consider the
Rayleigh-fading channels, the channel capacity of user 7 has
an exponential distribution with parameter A;. Note that
E[Ci(n)] = W-E[SNR;(n)] = 1/A;. Then, we describe (5) as

win) |
((wi(m))/(w;(m))¢
:j A exp(— ) d =1 —exp| — W(")Z
0 wi(n)

®)

Hence, we obtain the expectation from (7) as follows

E[C(mI(n)|q(n), w(n), x(n)]

www.ietdl.org

+
K }+ Gi{ZIi(n)_BiV‘f((rl)}]

wy(n)
(11)

X(n+1)= |:9_Ci(”) +v {)_Ci(”) -

v‘vl-(n+1)=max|:si,wi(n)+a{ (n)— P )” (12)

where g,(n), w;(n) and X;(n) are the average state variables of
qi(n), wi(n) and x;(n), respectively. Hence, we obtain the
steady state of the average state variables from (10) to (11)
with ignoring saturation non-linearity as follows

_ K _
qis:Biw_’ Xis = (13)

is

2|n

(14)

,sz)

2|

= hy(Wyg, ...

= J l 1_[ 1 - exp( ) §) Aexp(—A0) dg If we obtain w;; from (14), we obtain the average steady states
0 i ( ) of the queue length and the input arrival rate from (13). Define
N v;:=A;/Ww;.. Then, we obtain N number of non-linear
_ A [ 1 _ Z 1 equations as follows (see (15))
(wi(n))z W\ /W[(n))2 oy A/ (wi(m) + A, /(Wi(n)))2 Note that we know that y; is .p.ositive because w; is lower
bounded by the very small positive parameter &; from (12).
i i 1 Using the symbolic toolbox of MATLAB, we obtain an
+ 5 unique solution of (15) as y; =y, = ... = yy, when y; > 0
771 1717 W/ O (m) + X/ (W () + Ay (wi(m)) for all 7. Then, from (15), we obtain (see (16))
= DNH 2:| where
(/\1/ Wi (m) + - -+ + Ay /(wy(n)))
s=hwi(n), ..., wy(n) <N—1>: (N—=1)
) J JIN—=1=))!
Note that the detailed derivation of (9) is shown in the Finally, we obtain the average steady state, w;, as follows
appendix. Finally, we obtain the average approximated
dynamics using the asymptotic approximation in [15] as N—1\1""
follows N < >
=K Z( 1yt 2 (17)
gi(n+1) = [qn) + X(n) = hwy (), ..., wy(m)]* (10) -
1 N N N ( 1)N+1
K=y 5+
|: " ;(Y +y) j;lil,,(y +)’j+J’1) ()’1 )’
15)
1 N 1 N 1 (_ 1)N+1
N [J/%/ ,;:v (% +Y;)2 J;v l;NJ O+, +3) O+ )

K:l Zi ﬁ:ﬁ:i .+(_1)N+1L
yi_ w2 = 171 2 N
(N -1 N —1 N -1

GG CO) G

" z T 2 3¢
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4.1 Proportional fairness with exploiting multiuser
diversity gain

If we set the weight of the throughput-optimal scheduling as
the queue length for the proportional fairness shown in [4],
we obtain the average steady state of the queue length from
(1) to (2) as follows

| =~

—h(Q1sﬂ "'7QNS) (18)

antl

is

We know that the solution of (18) is completely the same as
the solution of (14), then the proportional fairness of the
proposed scheme is guaranteed. Moreover, we obtain the
average throughput of user i, p;, from (17) as follows

K _ _
P = V_V_ls =h(Wig, ..o Wyy)
1 & i1
D e (19)
)‘ij; 72

The average throughput of user i is composed of the average
capacity with time fraction, 1/A;, and the gain

(N—l)
1
j+1

E ( ) ]

When the number of users increases, the throughput of user i
decreases because the gain decreases. From each user’s
throughput in (19), the total network throughput, p, is
obtained as follows

pzipi (Z ) Z( )f“@ (20)

Note that the total network throughput is improved compared
with the throughput of the conventional TDMA schedulmg
without multiuser diversity [18], that is, (1/N) Zl L L/A

4.2 Delay control

From Little’s formula [20], the average delay is described as
the queue length divided by the input arrival rate. Thus, from
(13), the average delay of user i, d;, is obtained as follows

d=2=p 1)

Note that we can adjust the delay parameter, 3;, according to
the delay requirement of user i. Since the delay from (21) is
not a function of the number of users, the delay is
preserved when the number of users increases. Also, both
the congestion control of (3) with the weight update of (4)
do not require the information about the number of users.
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4.3 Asymptotic stability

Now, we investigate the asymptotic stability at the steady
state. Let Z(n) be the state vector represented by

Z(n) : = [q,(n)

- XNSWI (n) - ‘/_VIS’ DY

- QIS )_Cl(n) - )_6159 R qN(n) - QNS )_CN(n)

Wy (n) — Wy )"

(22)

Linearisation of the system around its steady state results in
the following linear system

Z(n+ 1) = AZ(n) 23)
with
A4, - 0 By By
o o 4y By, - By
A= ¢, - 0 D - 0 24)
Lo cy 0 D, |
where

a.K
¢, =[0 al ,:[1+:2}
Wis
'h("_vl’ WN) (25)
/ it |, ifi=
(7+OB)
B; =1L l 12s _
———h(wy, ..., W
awf’ﬁﬁ’ ’”W)W_W . ifi#
i 0 ]

Note that the detailed derivations of (23)—(25) are shown in
the appendix. If we choose —1 < @; < 0, where |o;] < 1
in C;, we only have to consider 4; and D; for stability.
Then, to have the stable eigenvalues of 4; and D;, we show
the conditions of 6;, and v; by Jury’s criterion [21] as follows

—2<7y,-6,<0
(26)

0, — 4
7i<07 'Y,> )

;<0
0 , 7

1

Then, the steady state is asymptotically stable with the
properly chosen parameters such as «;, y; and 6; that satisfy
(26).

5 Simulation results

In this section, we confirm the proposed model to describe
the multiuser diversity system and compare the delay
performance with the results of Eryilmaz and Srikant [4]
and Bui et al. [11]. We consider the downlink system with
a BS and associated MSs. Note that each MS has only one
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Table 2 Average throughput and average delay

User 1 User2 User3 User4
average SNR, dB —-11 -9 -6 —4
throughput of 1.5567 2.4672 4.9228 7.8022
analysis, kbps
throughput of 1.5604 2.4537 4.9525 7.7847

simulation, kbps
delay requirement, 8, ms 500 200 400 300
delay of simulation, ms  508.9076 199.6197 399.0601 300.7367

user with elastic traffic source. We assume that every MSs
CSI is available in the BS at the beginning of each time
slot. The SNR value is assumed to be fixed within a time
slot. However, at each time slot, the SNR value is time-
varying with an exponential distribution with the Rayleigh
fading channels [18]. We set that the channel bandwidth is
1 MHz and the BER requirement is 10™*. We obtain the
result of performance evaluation from our developed
discrete-time based MATLAB (Ver. R2010a) simulator. In
the simulator, all sources randomly generate packets with
Poisson process at each discrete-time, then the packets are
injected into each user’s transmission queue. The packets
are transmitted to each MS without any distortion because
we assume that the MSs CSI is available at the BS. Note
that since we do not consider the transmission outage or
failure in this paper, the packets are always successfully
transmitted in the simulation. For the comparison with the
result in [4], our developed simulator assumes that the
channels between the BS and each of the users fade
independently and the BS is only allowed to serve a single
queue in a given slot. Finally, we measure the average
throughput as the amounts of transmitted bits during a
simulation time and the average delay as the mean value of
waiting time of each packet until transmission is completed.

First, we confirm that the proposed scheme guarantees a
controlled delay with the proportional fairness. We set that
there are four users with different characteristics in the
network in Table 2. Also, we set the control parameters to
satisfy (26) as &; = —0.02, v, = —0.2 and 6, = —0.001 for
all users. As shown in Figs. 1-3, the average values of
state variables named by the queue length, the scheduling
weight, and the input arrival rate are converging to the
desired steady state. With the analysis of the proposed

6000 . . . : . : : :
— User1
User 2
User 3
5000 User 4
— 4000} 1
g’ 3000} |
2 Wi
S 2000 -'L ﬂ’r'“ L MY '!'\,“l'*},'f‘.‘i i F‘W"ﬁf 1\‘ Ik Wf] WA i",'
1000 -

\M“me AW A WA

0 L P I I
0 1 2 3 4 5 6 ? 8 9 10

Slotted Time (n) x10°

Fig. 1 Trajectory of queue length
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— User 1
— User 2
User 3

1 User 4 [

Scheduling Weight

0 I ' I I s I L I

o 1 2 3 4 5 6 7 8 9 10
Slotted Time (n) x10°

Fig.2 Trajectory of scheduling weight

User 1
18- : - User 2
User 3
User 4

Input Arrival Rate (bps)

Mo

|

Slotted Time (n) « 10"

Fig.3 Trajectory of input arrival rate

scheme, we obtain the average throughput analytically in
Table 2, and show that their values are close to the average
throughput of simulation. Also, the average delay of
simulation is positioned around the delay requirement.

x10

i Ref [4), SNR = —11dEI
—&— Ret. [4), SNR = -0dB
91 —&— Ref. [4], SNR = -6dB
—<— Ref. [4], SNR = -4dB
gl —%— Ref.[11], SNR = -11dB 1

—w— Ref. [11]. SNR = -8dB
—+— Ref. [11]. SNR = -6dB
7 H —&— Ref.[11], SNR = ~4dB 8
—— Proposed, SNR = -11dB
~—r— Proposed, SNR = -9dB
6| —%— Proposed, SNR = -6dB 7
—i»— Proposed, SNR = -4dB

10

Average Network Throughput (bps)

2 4 6 8 10 12 14 16 18 20
Number of Users

Fig. 4 Comparison of network throughput with various SNRs

2821
© The Institution of Engineering and Technology 2012



www.ietdl.org

In addition to the confirmation of analytical results, we
compare the throughput and delay performance to the
results of Eryilmaz and Srikant [4] and Bui ef al. [11] by
varying the number of users in the network. In order to
show the multiuser diversity gain because of the number of
users effectively, we set that the average SNR values of all
users are same. Also, we set B; as 200 ms and K as 1500
for all users. As shown in Fig. 4, the average network
throughput increases when the number of users increases
and the throughput of the proposed scheme is
indistinguishable from the result of Eryilmaz and Srikant
[4] for the average SNR values of —11, —9, —6 and
—4 dB. This result confirms that the multiuser diversity [2]
increases the network throughput and the higher average
SNR value results in the better network throughput. Note
that since the result of Bui et al [11] reduces the input
arrival rate with a shadow queue for delay reduction, the
throughput performance is degraded. Moreover, we show
the average queue length of each user in the network in
Figs. 5—7. Since there is no delay control scheme for each
user, the average queue length with the previous scheme [4]
increases. Compared with the previous result, the average
queue length with the proposed scheme shows the
decreasing behaviour when the number of users increases.
The reason why the average queue length of each user
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Fig.7 Comparison of queue length with various SNRs in the
proposed scheme

decreases is that the congestion controller adjust the queue
length when each user’s throughput decreases as the
number of users increases. However, when the number of
users increases, the average network throughput increases as
shown in Fig. 4. Moreover, although the queue length is
reduced with the result of Bui ef al [11] as shown in Fig. 6,
it is not easy to control the queue length to compensate the
throughput degradation. Thus, we show that the proposed
scheme controls the delay more easily only adjusting S3;.

6 Conclusion

We propose the congestion control scheme with the
scheduling weight, which controls the delay with
proportional fairness of the network. From the pdf of
channel capacity, we obtain the average performance of
throughput and delay and show the multiuser diversity gain
analytically in the Rayleigh-fading wireless channels.
Finally, we show that the delay of the proposed scheme is
controlled with the delay parameter without degrading the
throughput compared to the existing results.
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9 Appendix
9.1 Derivation of (9)

E[C(n)[(n)|q(n), w(n), x(n)] is described from (5) to (8) as
follows

E[C(mI(n)|q(n), W(n), x(n)]

0 N W(l’l)
:j I —exp -4

0 i w;(n)

27)
Ajexp(—A;0) d¢

Note that the pdf of user is channel capacity, fi({), is
A exp(—A;d). Also from the expectation, we know that the
following formula is satisfied

* 1 * 1

|, avexn-rpac= o | cow-roa=;

0 A; 0 Ai
(28)
In order to using the formula, we represent

[T [1 = expEA )/ wimDOIN exp (=) from  (27)
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as follows
N
1—[ 1 —exp —)\jw"(")g A exp(—A0)
j#i wi(m)

N
w;(n)

= A exp(—A0) — Aexp| —[ A —
; ]Wj(n)

Shy win) | win)
+Y ) nexp| —| A +A + )

1
e wj(n) wy(n)

- wi(n) )
DA +A )¢

= 7w

+A )¢
(29)

+~--+(—1)N+1/\iexp

From (28) to (29), we rewrite (27) as follows

E[Ci(mI(m)q(n), W(n), x(n)]

= r’ gﬁ 1 —exp —/\.W"(")g
J wj(n)

0 =i

Aexp(—A,0) ¢

R 1
’[A? Z (N wi(m)/w () + A,

J#i

N N
1
J#EL £y ()\j(Wi(”)/Wj(”)) + A (wi(n)/wy(n)) + /\i)z

™!
v .|
(X0 A, om0/, ) + 1,

(30)

With multiplying (w,(n))*> to both numerator and
denominator, we finally obtain following equation

E[CmI(m)lg(n), w(n), x(n)]

_ A [ 1 B i 1
(Wi(n))2 A/ Wi(”))2 A/ wi(m) + A/ Wi(”))z'

J#i

N N
1
+ 2 e A agm T

JEi 1#£iy
(_ 1)N+1
(A /wy(n) + -+ AN/wN(n»Z]
1= hi(w (), .., wy () 31)

9.2 Derivation of (23)-(25)

Define  Ag(n) := g;(n) — g, AX;(n) :=X,(n) —X;; and
Aw,(n) := w,(n) — w;,. Then, the average dynamics denoted
by Ag;(n), Ax;(n) and Aw,(n) from (10) to (12) ignoring
saturation non-linearity is described as follows

qu’(" +1)= Agli(”) + A)_Cz(”) + Xi
— I (Aw, (n) + Wy, ..., Awy(n) + Wyg)

(32)
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K
A% (n + 1) = Ax,(n) + %{Mz‘(n) s — W}
i ) K
+ Ol-{Aqi(”) T dis — Bim}
(33)
Aw(n + 1) = Aw(n)
- K
e B

Linearisation of (32)—(34) around its steady state, that is,
Ag;(n)=0, Aw,(n)=0 and Ax,(n) =0, results in the
following linear system

Ag(n+1)
N

= Ag,(n) + Ax,(n) — Zi h(w,, ..

= LWy Awy(n)
=W e

W=Ww,

s

(35)

AX,(n+1)=Ax,(n)+y,A%(n) —

Aw,(n)
AW=0

a v,K
OAW, | A+,

K
0.3
ZBIAW[—i_Wis}

+6,q,(n)—

Aw,(n)

0
OAW; A=0

=AX,(n)+,A%;(n)+ 0,Ag(n)

K
+ {(Yi+ GiBi)ﬁ Aw,(n) (36)

is
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ad K
i i is ) |Aw=0
=Av‘v,»(n)+aim‘ci(n>+{if;f}Aw,(n) (37)

Note that (3/(3A\7Vj))hl(AW1 +W13, ,AWN +WNS)|AW=0:
(0/@wW))h(Wy,....; Wy ) j—yz . Also, we represent Z(n) from
(22) as follows “

Z(n):=[q,(n)—q 13X, () =Xy, ... N (1) — Gy Xy (1)
—En W ()= Wy oy Wy () — T ]

= [A‘?l (n) A)_Cl (n),..., A@N(Vl) A37]\1(”) A"_Vl (n), ..., AV_VN(")]T
(38)

Thus, we can describe the linearised system from (35) to (37)
as the vector—matrix form as shown in (23)—(25).
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