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Abstract A replicated database should provide user transactions
with transparency for replicated data. A read or write oper-
Data replication is often considered in distributed data- ation on a logical data item in a transaction should be trans-
base systems to enhance availability and performance. Theparently mapped into read or write operations on physical
benefit of data replication, however, can only be realized replicas of the data item, and consistency among the repli-
at the cost of maintaining the consistency of data. In par- cas must be maintained according to a predefined correct-
ticular, network partition failures make it more difficult to ness criterion. A replica control protocol is required for the
achieve high data availability while ensuring strong cor- transparent and consistent management of replicas.
rectness criteria such as 1-copy serializability. In this pa- ~ One-copy serializabilitdSR[3] is the most widely
per, we propose a replica control method to improve the used correctness criterion in the literature on replicated
availability of data in the presence of network partition databases.1SRmeans that the concurrent execution of
failures. Our method extends the traditional primary copy transactions on a replicated database must be equivalent to
method by using the relaxed correctness criterion called in- a serial execution of those transactions on a non-replicated
sular consistency for large-scale distributed systems, whereor one-copydatabase. It is the incorporated notion of seri-
partition failures frequently occur. We focus on increasing alizability in non-replicated databases and one-copy equiv-
the availability of data for read-only transactions. We in- alence, and it can be guaranteed by a concurrency control
troduce a versiorvector as a tool forguaranteeing insu-  algorithm and a replica control protocol.
lar consistency and present a mechanism that allows read- A distributed system consists of two kinds of compo-
only transactions to be executed at anytifeon as longas  nents: sites, which process information, and communica-
the insular consistency is satisfied. An asynchronous up-tion links, which transmit information between sites. Both
date propagation mechanism is also employed to improveof them can experience system failures. As for site failures,
the performance of update operations. We also show thatwe assume the fail-stop model [11]. The most critical com-
the proposed method is correct and give some performancemunication failure is network partition failurd5], where a
considerations. network is partitioned into multiple sub-networks that can-
not communicate with each other. If two transactions that
update the same data item execute the update on different
1. Introduction replicas in different partit_igns, an inqo_nsisterjcy can be_in-
troduced across the partitions. So difficulty lies in keeping
) o o consistency across all partitions in the face of system fail-
The main goal of data replication in a distributed data- yres while at the same time enhancing data availability [5].
base syste_m is to enhance data a_vallaplhty and perform_ance. In this paper, we propose a data replication method that
By storing important data at multiple sites, we can continue improve data availability and system performance in a

to execute o;;err]atlons on the (_jéata eve? If failures foccur A5rge-scale distributed database system where network par-
some parts of the system. Besides, performance of transaceiq, fajlures frequently occur. We use as our correctness

tions can beh|_mprov<_ad _becausbe an eff_lglednt data access basediterion the insular consistency [7] that is a relaxed correct-
on geographic proximity can be provided. ness criterion frond SR We mainly focus on increasing data
T This work was supported by Korea Science and Engineering Founda—avallablllty for read-only transactions. In our method, most

tion(KOSEF) through Center for Artificial Inligence Research(CAIR), Pf read-only transactions can be executed at any partition
the Engineering Research Center(ERC) of Excellence Program. in a network regardless of the number of partitions or the
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size of each paition. Our protocol is based on the primary

copy method, but has different update mechanisms that ¢ Ta: r[Xr[y]
not severely degrade performance of update transactions. c

The remainder of this paper is organized as follows. Ir ~..
section 2, we discuss previous related works and present t A

/B
motivation of our work. Section 3 describes the propose ) @

replica control protocol in detail and Section 4 proves the T.: W[X]\/*‘~~ /T Wyl
correctness of our method. Finally, we conclude with a dis T “‘@ z

cussion of our work in section 5.
Ty riylr[x]

2. Related Works and Motivation Ty T 1SRTLmTan Ty

(T, Tp Tk ISR(T,-T,-T)

There are broadly two classes of consistency mainte {T,, T,, T, T insular consistent

nance mechanisms of data replication, ip@ssimistiand
optimistid5]. Pessimistic strategies keep a replicated date . . .
base in a consistent state all the time by limiting the avail ~ Figure 1. An example of insular consistency
ability of data. They restrict the execution of update opera
tions on a data item within only one partition. Most of the
methods, including the primary copy method and the quc
rum consensus algorithm, belong to this class. On the oth
hand, optimistic strategies do not limit availability and al-
low updates on replicas of a data item in any partition. In
these strategies, the system detects and resolves an inconsi . .
tency whengilt recoverZ from failures. Optimistic strategies at those sites, their results, or the new \{alues: aind y
in general are considered difficult to be applied because theyare independently propagated to sitand siteD. We also

require the rollback of the transactions that are already com-qupoze thgtl;alluréeio;:cur r%’n thg(c;omrrt\# nt'(iztlon l('jnl:S be-
mitted or the execution of appropriate compensating trans- weenA andl’, and betweerh; andc so fhat the upaates

actions of r andy cannot be propagated @ andC', respectively.
[9] discussesager replicationandlazy replication In Now, if read-only transactiorts; andT, are executed af

the eager replication, an update operation is executed on al nd D“ respecr:]tlvely,T;l), W'f“ sele the_ltﬁsultf of Onlng’ and
replicas of a data item synchronously in an atomictransac—t.4 Vﬂ tsee tf eTre;u tTO ;n 5. ; er_e ore, the ﬁ:xetc):lu—
tion, while the lazy replication applies an update operation o1 StOTY Of{13, Ty, T5, T4} Is not one-copy serializable,

to only one replica or a subset of replicas in atransactionWh”e't satisfies insular consistency because the histories of
and then propagates it to the other replicas asynchronouslel.’ Iy, 15}, {14, T3, T4}, and {7}, 1>} are all one-copy
after the transaction commits. The difference in their up- serializable.

date scheme has a great effect on consistency and update [12] mtrogiuces three nonpns of consistency anq pro-
performance. poses algorithms for executing read-only transactions in

multiversion environment. [2] has also developed a replica
control protocol based on insular consistency to enhance
data availability for read-only transactions by using a new
update propagation mechanism, called Commit Propagation
Mechanism. Our method has some similarities with this
method in that it adopts insular consistency as a correct-
ness criterion and makes use of piggy-backiaggssary in-
formation on the messages of the two-phase commit(2PC)

:'r(;?]zgc[zilgﬁgﬁfﬁﬁthr:eeengg{ézcégfassacsgﬁ::?ﬂ- re"ljfr'onlyprotocol. This method, however, is fundamentally different
yrep ' sy from our method in three ways: (1) it is based on the stan-

consistency. The n_otlo_n of insular cc_)n5|_stency that has_ beendard guorum consensus protocol [8], (2) it guarantees insu-
shown to be effective in many applications[2, 7, 12] is as : . . ,
) : . . . lar consistency with respect to only insular transactipns

follows: an execution history/ of some transactions satis- . .
. . . . . and (3) its protocol becomes relatively complex for a par-
fies insular consistency if and only if every sub-history that _. ;

. . tially replicated database.
consists of all update transactions and a read-only transac-
tionin H satisfieslSR Figure 1 shows an example history — 17he insular transaction [7] means a read-only transaction that can be

that satisfies insular consistency. In the figure, eaatie executed entirely at a single site.

represents a site where replicas of data are stargdx?,
and z3 represent three replicas of a data itemandy!,
y®, andy> represent three replicas of a data itgm We
suppose that update transactighsand7; are executed at
ite A and siteB respectively, and that after they commit

2.1. Insular Consistency

In most applications, the frequency of read-only trans-
actions is much higher than that of update transactions.
Hence, there have been many works that specifically fo-
cus on improving data availability for read-only transac-
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2.2. Motivation

cluster2

Most proposed methods for data replication adbpR synchronous @
as their consistency criteria. There are several problem: update L
apply these methods in practice. First, the performance \ .~ asynchronous cluster3
a system degrades significantly because many replicas r Jof---- PropRgRICn. (.
to be synchronouslsiccessed before coning a transac- e
tion. Second, they cannot cope with network partition fa ustor @
ures effectively. When a network is partitioned, most met
ods allow read and write operations within only one pe cluster4
tition or prohibit write operations in all partitions in orde
to prevent the occurrence of inconsistency among differ
partitions. Such approaches inevitably impose a severe

xP: the primary copy of x
x$: a secondary copy of x

striction on data availability. Overhead from synchronol X: a tertiary copy of x

updates and vulnerability for a network partition failure a

more serious in large-scale distributed systems and mol Figure 2. A data replication model in a large-
computing environment. scale distributed system

It is important to make as many read-only transactio
can be executed as possible when the frequency of read-
transactions is much higher than that of update transactic
SincelSRis considered too restrictive for read-only tran:  such as a Recoverable Queuing System(RQS)[4, 6]. Fi-
actions in many applications, we need other correctness ~ nally, distributed sites are geographically grouped into sev-
teria to optimize the execution of read-only transactions. ~ €ral clusters. The communication cost is more expensive
In this paper, we propose a replication method that is @nd the communication failures occur more frequehtly
appropriate for |arge_sca|e distributed Systems or mobiietweenclusters than thOSﬁ’/Ithln a Cluster. Th|S iS ShOWﬂ in
computing systems, in which network partition failures fre- Figure 2.
quently occur. Our method uses insular consistency as a Our replication method is based on the primary copy
correctness criterion and applies an asynchronous propamethod [1]. Replicas of each data item are divided into one
gation scheme for the updates of replicas in remote sitesprimary copy and many backup copies, and all read and
which may pay expensive communication cost and experi-write operations on a data item are first transmitted to the
ence frequent communication failures. More importantly, primary copy site of it and then executed on the primary
our method improves data availability by allowing read- copy of the data item to guarant&@&R Our method, how-
only transactions to execute in any partition including repli- ever, takes further steps of dividing backup copies into two
cas of all data to read as much as possible. groups, i.e.secondary copieandtertiary copiesaccording
to whether they are contained in the cluster to which the pri-
mary copy belongs or not, and using different update prop-
agation schemes for two kinds of replicas. To put it con-
cretely, while secondary copies in the cluster in which a pri-
3.1. Model and Assumption mary copy is contained are synchronously updated before a
transaction commits, the result of the update is propagated
Our replication method is for the large-scale distributed to tertiary copies in the other clusters asynchronously after
environment where many sites are distributed over exten-the transaction commits. By committing a transaction with-
sive areas. Some characteristics of this environment are thaut waiting for expensive update propagation to the other
communication cost between two sites that are remote fromclusters to be finished, we can decrease the response time
each other is expensive and that networkifian failures ~ Of the transaction.
frequently occur. While a secondary copy of a data item always has the
Without loss of generality, we make the following as- latest value, which is the same one as the primary copy of
sumptions in this paper. First, the scheduler in each sitethe data item has, a tertiary copy in a different cluster has
uses a concurrency control algorithm that can guarantee sea stale value until all the new values written are propagated
rializable executions of transactions, such as the distributedo it. Therefore, when many transactions concurrently exe-
two-phase locking algorithm. Second, there is no loss cute, many different versions of a data item may exist at the
of the messages transmitted between two sites of differ-non-primary copies of it. These versions can be ordered by
ent clusters. This can be realized with a system servicethe time when they were created.

3. Our Replication Method
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In our method, the location of the primary copyezfch

data item is determined as follows. Generally, for each |_Notation | Meaning |
replicated data item, there exists a site that plays a role of | D5 {= | areplicated data itejn
its owner. The owner site of a data item and the cluster that | V5(z) | {z:|aversionofthe dataitem € D5}
contains it are respectively callédme siteandhome clus- V.N(z:) | 4, the version number of; € VS(z)
ter of the data item, and a certain replica in the home site | _£5(1) | areadsef{x | r[z]is in the transactiod’}
is designated as the primary copy of the data item. In this |/5(1) avyr|teset,{x | wlx]is in the transactioff’}
paper, we assume that most update transactions that update Vi(T) {z. | the version of: € RS(T), read byl'}

; : . Ve (T) {z; | the new version of € W.5(T),
a data item are issued at the home site or at one of the other written by}

sites in the home cluster of the data item. For example, if a
man that resides in an areahas an account at a bank, he
will visit a branch of the bank in the areamore frequently
than branches in the other areas. That means updates on his
account will be originated mainly iA. In this case, we des-
ignate a site in the ared as the home site of the account
and_ store the primary copy of it in Fhat site. By using fche ways have the recent versions of data items.
notion of the home cluster, we can improve the availability . .

Table 1 shows the notations related to data items and

of a data item in an area where the update requests on the_ . . . . . .
P q ?helr versions. We define four basic relations on versions

Table 1. Notations

tiary copies, and their version numbers imply the order in
which they were created. Primary and secondary copies al-

data item occur most frequently.
On the other hand, when a failure occurs at the primary

as follows.

copy site of a data item, we select a new primary copy pefinition 1 4 basic relations on versions

from the secondary copies in the same cluster along the pre-

defined order of succession or by an election protocol. If a 1. <, is a binary relation on the set of versions of data

partition failure occurs in the home cluster of a data item,
we choose a replica as the primary copy from only the ma-
jority partition, as the viewstamped replication method [10]
does, in order to have always only one primary copy in the
entire system for each data item. The new primary copy se-
lected is sure to have the latest value that reflects the results
of all the updates on the data item which had been executed
before the occurrence of the failure.

Our method adopts insular consistency that is relaxed
from 1SRand improves the availability of data for read-
only transactions against network partition failures. It al-
lows read-only transactions that can afford to read stale data
values to read replicas other than the primary copies. In
other words, even if the primary copy of a data item is in-
accessible by site failures or network fidon failures, a
transaction that must read the data item can continue to ex-
ecute by reading an accessiblen-primary copy in the local
cluster or in one of the other near clusters. Our method guar-
antees insular consistency among transactions by exploiting

items, such that; <., y; iff ; € Voo (T3n) N Vo (1)
andy; € V,(7,) for two different transactiong’,
and7,.

2. <uw IS abinary relation on the set of versions of data

items, such that; <. z; iff 2; € V,,(T},) and
z; € Vu(T,) for two different transaction§;,, and
T,, andz;, 2; are two versions of a data itemsuch
thatVN(l‘]’) = VN(l‘Z) + 1.

. <y IS @ binary relation on the set of versions of data

items, such that; <. y; iff z; € V,,(T},) and
y; € Vw(Ty) for two different transaction§;,, and
T,, and there existg;_; such thaty; 1 <. y; and
Yi—1 <wr Ti.

. = IS a binary relation on the set of versions of data

items, such that; =, y; iff ;,y; € Vi, (1,) for a
transaction?;,.

version vectors, which are defined in the next section.

Figure 3 depicts the above basic relations as graphs,

which represent relationships among the versions that are
read or written by update transactions. A nadelenotes
a version of a data item. A directed edge fronx; to y;
which is labeled withl, means that there exists a transac-
In our methodgach write operation on a data item pro- tion 7} such thate; € V,(T;) andy; € V,,(T%), and a
duces a newersionof it. Each version of a data item has directed edge inta; which is labeled withl}, only means
the unigueversion numbewith the data value. Whenever a »; € V,,(7}). Since all update transactions executed on the
new version is created, it is assigned a version number thaprimary copies are serializable in our method, these graphs
sequentially increases by one. Many different versions of describe the serializable executions of update transactions.
a data item may exist in a replicated database at the sam@&he relations<,,, <, and=,.,, imply that there exist re-
time because of asynahmouse update propagation to ter- spectively a write-read conflict, a write-write conflict, and a

3.2. Versions and Version Vectors
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RBVx=(1,1,1) RBV%=(2,1,1) RBVx%=(3,3,2)

.
T @ —m : ) y@ C T, Ts @
Tn o)

TS X1<wwx2<wwx3
< <
RBVY=(L,1,1) L RBVE(22) RBVY=(33.2) 32’11< WW¥22< WW;/:
< f ww ww
X <wrYj Xi <X C 3 @ @ 2oV KooV
T y2<rwz3
3 X, = =
Tn Ty RBVZ=(1,1,1) RBVZ=(12,3) Xl_wyl wh
@ : T, T, @ 3= wY3
T \HQD RBVz=(1,1,2)
NRBV2z=(0,2,0)
Xi <Y X =Y (a) (b)
Figure 3. The basic relations on versions Figure 4. An example of RBV and NRBV

read-write conflict between two transactions, €1g,, and whose version number BBV, [y] is the one that was cre-
T, in the figure, that created two related versions. So e: ated either by an update transaction that createdr by
of them determines a direct serialization order betwggn  an update transaction thatggedes the transaction that cre-
andT;,. The relation=,, is an equivalentrelationthatmean atedz; in the serialization order and most recentjydated
the creation of two versions of different data by an upde . That means it is the oldest versionypfhat can be read
transaction. Now, we define the following relation using the with ; in a read-only transaction while insular consistency
above four relations. is not violated. We call this version asad bound version
of y for ;. RBV stored with a replica is updated whenever

Definition 2. <,,; is a relation which is defined by a new version is created and stored in the replica, and it is

Znf = <wr U <ww U < U =4 use(_j in the validation process of a rea_d-only transgction:
N _ _ Figure 4 shows an example of versions and their version
We denote the transitive closure of this relations . vectors that are created and stored by some update transac-
zi <3,; y; Means that a transactidi, that created; pre-  tjons. In Figure 4-(a), the elements of version vectors are

cedes a transactidh, that createdy; directly or indirectly  denoted in the order of, y, andz. In this example, the

in a serialization order, or that andy; were created by the  pasic relations on the versions exist as shown in Figure 4-
same transactiof. (b). These relations determine the serialization order among

A version vectolis an ordered list of version numbers, the transactions anB BV of each version as shown in F|g-

in which a version number of a version for each data item yre 4-(a). For example, the serialization order am@hg

is stored. For example, if data items are replicated ina T, and7; is determined td, — T3 — Ts by 25 <w, yo
databasep version numbers, one for each data item, are andy, ~,,,, ys, and the values aR BV}, [z] andRBY,, ]
stored in a version vector in a predefined order. There aregre set to 2, the version number:f From the previously
two kinds of version vectorsRead Bound Version Vector  described meaning of the elementsRBYV, these values
andNext Read Bound Version Vector imply that insular consistency is violatedy or s is read
Definition 3 Read Bound Version Vect&tBv) in a read-only transaction with a version othat is older

The Read Bound Version Vector of a versigris a version thanz,. Forexample, when aread-only transactipmeads

o ° . y» andzy, a cycle consisting otfs, 75, and7; is generated
vector whose element for a data itgin D' is defined by in the serialization graph of committed transactions.
RBVq [y]” = VN (y;)

Definition 4 Next Read Bound Version VectoRRV)
wherey; € V.S(y), yj =nf x;, and thereis ng;, € V.S(y) LetV. be the set of the most recent versions of all data items.
such thaty; <7 ye, yp <},; @i, andyy £ y;. The Next Read Bound Version Vectorof the most recent
version of a data itent, is a version vector whose element

RBYV is defined for each version of a data item and is for a data itemy is defined by

stored with each replica of the version. The versiony of

2In this paper, we index an element of a version vector by the name of NRBV; [y] = maz{RBV, [y]}
a data item for convenience’ sake. forVz. € V. such thatr, <., z..
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N RBYV is defined for the most recent version of a data
item and is stored with the primary and secondary copies

. : . . RBV, [z]+1 if £c41 € V(T
of the data item. It is updated whenever the data item is L] (Fzets @™

read by an update transactioN.R BV is an auxiliary ver- NewRBV[z] ={ max{RBV, [z], RBV. [z], NRBV._[z]}
sion vector forRBV'; when a new version is created, it is for Yy € Vo(T) and
used in determining the value of a nédBV of the ver- Vzet1 € Vu(T)  (otherwise)

sion. In the above definition, until the most recent version
of z, z. is updated to the next version,;, SOme neces-
sary elements ok BV of z. are stored inV RBV of z. on
the ground that:. <., z. directly induces:, <, Zc41.
In Figure 4, for example, after; readsz, and writesys,
the update ot from z, into z3 by 7, inducesy, <, zs.
SinceTs that created, preceded’, that createds in the
serialization order, the read bound versiony &dr -5 whose
version number will be stored iRBV,, [y] must bey,. To
reflect this fact when executirif, and computing? BV of
z3, We store inN RBV,,[y] the version number o, that
was created by; that read:», and then we make use of it
later when determining the element®B 1 of zs.

wherez. <ww Tet1 ANz <ww Zet1-

Phase 2:When the result of the transaction is determined
to COMMIT at the client, it sendsVewRBV to all the
participants with the COMMIT message. Each site that
received the messagpdatesk BV of the primary copy or

a secondary copy as well askR BV of the primary copy as
follows.

forVz. € Vo (T) and Vy € DS
RBV;_ [y] = NewRBV]y];
NRBV: [y] = 0;
for Vy. € V- (T) such that yey1 ¢ Voo (1) and Vy € DS
NRBV, [y] = maz{NRBV,_[y], NewRBV][y]};
3.3. Update Transactions
Then the participant site sends an acknowledgment to the
In this section, we describe how to manage version client and commits the transaction. The client finishes the

vectors when executing update transactions. An updatezpc prqtc_)col afterit receiyes the acknowledgments from all
transaction is issued from any client site and that site servedn participants. Meanwhile, update propagation starts from
as the coordinator for the transaction. All read and write ach primary copy which wagpdated by this transaction to-
operations requested from the client site are transferred tdh€ tertiary copies contained in the other clusters. In this
and executed on the primary copies of the target data. APropagation, the new data value and the rieitl” are sent,
write operation is also transferred to the secondary copies?nd @ local update transaction is originateeath tertiary

of the data item in the home cluster. When all operations of COPY Sité. This update propagation is assured of being ex-
an update transaction are issued and executed, the 2PC pr&Cutéd only once and within a finite period of time by an
tocol starts at the client site with the participants, namely, Order-preserving and eventual delivery mechanism.

all of the primary copies and the secondary copies that i

participated in the transaction. The additional computations3-4- Read-only Transactions

to update version vectors @ach site and the transmissions

of necessary information between the client site and the In our method, all read operations in a read-only

participant site are included in the 2PC protocol as follows. transaction can be executed on any replica. If all reads are
executed on the primary copies, they always get the recent

Phase 1:The client sends the PREPARE message to all theV&lues of data by concurrency control processes in the
participants. The primary copy sites that can commit send Primary copy sites. But f a read operation in a transaction

the following data with the VOTECOMMIT message to S executed on a non-primary copy, the results of all read
the client. operations in the transaction must be validated before

the transaction commits in order to guarantee the insular
consistency criterion to be satisfied. Therefore, our strategy
for executing a read-only transaction operates under the
optimistic assumption that at least insular consistency can
) ) ) ) be mostly satisfied in the history consisting of it and other
e NRBVs of all the primary copies on which write 0p-  ransactions. The validation rule for deciding whether a
erations were executed read-only transactiofi, can commit or not is as follows.

e RBVsofallthe primary copies on which read or write
operations were executed

After the client receives the VOTEOMMIT messages  Validation Rule:
from all the participants, it determines a new version vector if for any two versiong; andy; in V,.(7;),
NewRBYV, which is defined by RBVy,[x] > RBVy,[x] andRBV,, [y] > RBV,,[y]
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then commit7, 1. write-read conflict:

else abort7, There exists a version of a data itemz;, such that
2 € V(L) NVe(T5). & =y 2z andz; <y, y; infer
The condition in the above rule means that,dach ver- xi 20t Y

sion of a data item read in a read-only transaction, all ver-
sions of the other data items that were read with it are the
same versions as the read bound versions of the data items
inits RBV, or the later versions than them. In Figure 4, for
example, we suppose a read-only transaciipthat reads
bothy and z selectsy; andzs. ThenRBV,,[y] = 1 and
RBV.,[y] = 2lead toRBV, [y] < RBV.,[y], and insular 3. write-write conflict:

2. read-write conflict:
There exist two versions of a data itemi.e., z;_
and z;, such thatz;_, € V,(1;) and z; € Vi, (7).
Zi—1 <ww % aNdzj_1 <y x; INferz; <, z;, andit
andz; =, y; subsequently infer; <7, v;.

consistency is violated since a cydg — 75 — 14 — 1, There exist two versions of a data itemi.e., z; and
is generated in the history. On the other hand}.ithooses ziy1, such thatz; € Vi, (T;) and z;i11 € Vi (T}).
ys and z1, RBV:,[z] = 1 and RBV,,[z] = 2 lead to ¥i =w Ziy Zi <ww Zip1, @ndziyy =, y; infer
RBV,,[#] < RBV,,[z], and insular consistency is also vi- i <y

olated because a cyclE. — Ty, — T3 — T — T, is )

generated in the history. However, reading a paig0&nd Induction  step. we  suppose that

23, Oy andzs, or y3 andz in T, satisfies the conditionof 11 —" Tj € SG(H) = i <7, y; for any positive
the Validation Rule, and the transaction can commit with integer n.  If 7; —"*+! T; € SG(IT), there exists an
insular consistency maintained. If the results of a read- Update transactioffi, such thatl; —" 7, € SG(H) and

only transaction fail in the validation process, we should 7k — 7; € SG(H). By the above assumption aBasis of

re-execute the transaction on other replicas after aborting itinduction z; <7, z; andz; <7, y; for vz € Vi (75).
Therefore, we have; <7, y; from the transitiveness of

4. Proof of Correctness the relation=, . o _
(Only if) We can prove by the mathematical induction on
the number of times of the relational products<f;.
Basis of induction.if z; <, y;, namely,z; <w, y;

Or 2; <ww Yj OF & <rw ¥ , I; — T; € SG(H) by the
pefinition of the serialization graph and the meanings of the
elations<y,, <ww, aNd=<,, .

Induction step. For any positive integen, we let the
-th transitive extension of<,,; be <7, and assume

The correctness criterion which is used in our repli-
cation method is insular consistency, which requires any
history consisting of each read-only transaction and all
update transactions should be one-copy serializable. In ou
method, all read and write operations in update transactiond
are executed first on the primary copies, so that all update
transactions are guaranteed to be one-copy serializabld'
by concurrency control processes in the primary copy %i <n; ¥ = T; =" T; € SG(H). If &; <3T" y;, (1)
sites. In this section, we prove that our method guaranteests =n; ¥; Or (2) there exists;, satisfyingx; =<7, zj
insular consistency for any execution of transactions by @nd zx =; y;. In the case of (1), by the above in-
showing that a read-only transaction passecMidalation ~ duction hypothesis, we havé —* T; € SG(H). In
Rule of the previous section satisfid@SRwith all update  the case of (2), by the above induction hypothesis, we
transactions. haveT, —* T, € SG(H) andT, —* T; € SG(H).

Consequently, we havE —* T; € SG(H). |

Lemmal for Ve; € Vi, (1), Yy; € Vw(ZI;) such that

T;,T; € HandT; # Tj, Theorem 1 a read-only transactiori/,. in H passes the

. . 3 Validation Rule if and only if the serialization graph of the
vi 5y <=1 =" T; € SG(H) sub-historyH,, SG(H,), consisting off; and all update

PROOF transactions inH is acyclic.

(If) We can prove by the mathematical induction on the path o,

length fromT; to T in SG(H). (If) Suppose thaff;. fails to satisfy the validation condi-

_ Basis of inductionlf T; — T; € SG(H), by the def- ion Then  as Figure 5-(a) shows, there exist two versions,
inition of the serialization graph, there must exist at least ; , € Vio(T;) andy, € V,(T}), such thate;, g €

one of three conflicts, i.e., a write-read conflict, a read-write V,(T,) but RBV,, [x] = VN(z;) wherez; € Vi (T})

conflict, and a write-write conflict, betweeh and};. andV N (z;) < VN(z;), thatis, RBV,,[¢] < RBV,, [z]
K3 7/ 1 i Yk .

35G(H) denotes the serialization graph([3] for a histofy, and Fromz; € V,.(7,), we have
T; —* T; € SG(H) means that there exists a path frdf to 7} in
SG(H). T, —T; 1)
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Figure 5. The proof of Theorem 1

RBVy,[x] = VN(z;) infersz; <7 y; by the definition
of RBV, and byLemma 1we have

T]'—>* Tk or T]'ITk (2)

In addition,y; € V,,(T%) N V;.(Z;), namely, there exists
a write-read conflict betweeh, and7, ony;, so that we
have
T, — 1, 3

From (1), (2), and (3), we havg. — 1} —* 1}, — 1,
orT, — T;(= Ty) — T,. Hence, there exists a cyclic path
in SG(H,), which is a contradiction.

(Only if) Suppose that there exists a cyclic pattsiH( 77, ).
Since the sub-history of all update transactions is one-
copy serializable, 7, must be included in that cyclic
path. Without loss of generality, let that cyclic path be
T, — T, — - — T, — T,.. FromT, — T, there exists

a data iteme such that: € R — Set(7;,) N W — Set(11).

As Figure 5-(b) shows, if we choose € V,.(7,) then
zit1 € Vu(T1). FromT, — T,, there existy; such that
Yj € Vu(Tn) NV(T:). SinceTy —* Ty, xip1 =5 ¥

by Lemma 1, and then by the definition ofRBV,
RBV, [x] > VN(x;11) = RBV;,[z] 4+ 1. Consequently,
we haveRBV, [x] > RBV,,[z] for z;,y; € V.(1,), so
that7, does not satisfy the validation condition, which is a
contradiction. O

The aboverheorem 1land the serializability theorem of
[3] directly infer the next corollary.

Corollary 1 If all read-only transactions in a historyd
pass thevalidation Rule H satisfies insular consistency.

5. Discussion and Conclusion

In this paper, we proposed a replication method which

is applicable to large-scale distributed database systems.

While our method bases on the traditional primary copy
method, it uses insular consistency as a correctness crite-
rion for the execution of transactions. Moreover, It updates
synchronously only the replicas in the cluster that contains
the primary copy and then asynchronously propagates the
update to the other replicas. Our method can improve data
availability for read-only transactions more than other tra-
ditional methods can do.

We introduced the notion of version vectors to maintain
in each replica the necessary information to guarantee in-
sular consistency for execution of transactions. By integrat-
ing all necessary transmissions of information between sites
into the general 2PC protocol, our method does not need
any extra phase for exchanging messages related to version
vectors during the execution of a transaction.

The characteristics of our method in regard of four im-
portant measures are discussed as follows.

e Consistency: Insular consistency is a correctness cri-
terion that can be used more generally than other
application-specific correctness criteria. It guarantees
1SRfor any execution of transactions including a read-
only transaction and all update transactions. This im-
plies the result of a read-only transaction is the values
of data items in a database in a feasible consistent state.
Using insular consistency can improve data availabil-
ity for a read-only transaction by ignoring its relation
with the other read-only transactions.

Availability: Traditional replication methods guaran-
teeing 1SRhave a drawback that they degrade data
availability when a network partition failure occurs.
In our method using insular consistency, many read-
only transactions that cannot be executed to the end
with other replica control protocols because of a net-
work partition failure can be executed and committed,
so that data availability can be much improved.

An update operation in an update transaction cannot
be executed if the primary copy of a target data is in-
accessible. That is a restriction of the primary copy
method that guarantdeSR While our method, having
regard to update performance, uses the asynchronous
update scheme for replicas out of the home cluster, it
copes with a site failure of the primary copy by keep-
ing the secondary copies in the home cluster equiva-
lent to the primary copy. As we suppose in this paper,
when more update requests are issued within the home
cluster than from the other clusters, we can maintain
update availability in the home cluster in a high degree
as compared with that in the other clusters.

Performance: By using an asynchronous update prop-

agation scheme for replicas remote from the primary
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copy, response time of transactions can be highly im-  As for further works, It is needed to define more practi-
proved. On the other hand, throughput of transactionscal and more useful correctness criteria to improve perfor-
is closely related to data availability. Since our method mance of data replication. In addition, considerations about
improves data availability particularly for read-only scalability of a system are required to design a replication
transactions as mentioned above, it can also increasemethod for large-scale distributed systems.

throughput of the system where read-only transactions

are predominantly issued. References

¢ Storage and communication cost: The additional data o B _
structures that are used for guaranteeing insular con- [1] P: Al'sberg and J. Day. A principle for resilient sharing of
sistency like version vectors inevitably lead to an in- distributed resources. IRroc. of 2nd IEEE Int'l Conf. on

. o Software Engineeringrages 627—644, 1976.
crease in the a_mount of storage and communication [2] P. Aristides and A. Abbadi. Fast read-only transactions in
messages. Their overheads are as follows.

replicated databases. Proc. of 8th IEEE Intl. Conf. on
Data Engineeringpages 246—-253, Tempe, AZ, Feb. 1992.

1. Storage cost: ) . . [3] P. Bernstein, V. Hadzilacos, and N. Goodmaoncur-
The storage cost of version vectors in the primary rency Control and Recovery in Database Systefuslison-
copy isO(2n) and that of a secondary or tertiary Wesley, 1987.
copy isO(n), wheren is the number of replicated [4] P.A.Bernstein, M. Hsu, and B. Mann. Implementing recov-
data items. erable requests using queues. Aroc. of ACM-SIGMOD

Int'l Conf. on Management of Dat@ages 112—-122, 1990.
S. B. Davidson, H. Garcia-Molina, and D. Skeen. Consis-
tency in partitioned networks ACM Computing Surveys

2. Communication cost of read-only transactions: [5]
The amount of the additional messages transmit-

ted isO(mn), wherem is the average number of 17(3):341-370, Sept. 1985.
data items read by a read-only transaction. [6] S. Dietzen. Distributed transaction processing with Encina
3. Communication cost of update transactions: g”d tthleg(JZSF DCE. Technical report, Transarc Corporation,
ept. .

When we denote the average numbers of read op-

. . . . [7] H. Garcia-Molina and G. Wiederhold. Read-only transac-
erations and write operations in the update trans-

tions in a distributed databaséACM Trans. on Database

action asr and w respectively, and denote the Systems7(2):209-234, June 1982.

numbers of secondary copies and tertiary copies [g] D. Gifford. Weighted voting for replicated data. Rroc. of
ass andt respectively, the amount of the addi- 7th Symp. on Operating System Principleages 150162,
tional messages transmitted at commit is as fol- Dec. 1979.

lows: [9] J. Gray, P.Helland, P. O'Neil, and D. Shasha. The dangers of

replication and a solution. IRroc. of ACM-SIGMOD Int'l

costin Phase 1 + costin Phase 2 + cost Conf. on Management of Datpages 173—-183, Montreal,

of update propagation Canada, June 1996.

= O(rn + 2wn) + O(wn(s + 1)) + [10] B. Oki and B. Liskov. Viewstamped replication: A general
O(nuwt) primary copy method to support highly available distributed
= O0(rn + 2wn 4+ wnd) systems. IrProc. of 7th ACM Symp. on Principles of Dis-

tributed ComputingToronto, Canada, Aug. 1988.
[11] R. Schlichting and F. Schneider. Fail-stop processors: An
approach to designing fault-tolerant distributed computing

.. systems ACM Trans. on Computer Syst :222-238,
As represented above, the storage and communication 13483_ P ysterné3)

cost of our method depends on the number of repli- [12] w. Weihl. Distributed version management for read-only
cated data items and the number of replicas. The num- actions. IEEE Trans. on Software Engineering3(1):55—
ber of replicated data items is closely related to the 64, Jan. 1987.

granularity of replication. Generally, it can be vari-

ously determined by applications, and our method is

appropriate for a relatively coarse granularity such as

a fragment or a relation. As for the number of replicas,

a trade-off with data availability is needed.

whered is the average number of replicas of a
dataitem,i.e.d = s+t + 1.

On the other hand, our method can be incorporated with
other traditional replica control protocols for improving
data availability of read-only transactions against network
partition failures.
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