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ABSTRACT 
In this paper, a novel approach to the camera motion analysis is 
proposed to index videos compressed in MPEG-1 or MPEG-2. 
Specifically, it fits the motion vectors in MPEG stream into the 
two-dimensional affine model to detect basic camera operations 
automatically. The proposed approach involves 1) the 
construction of motion vector fields (MVFs) by normalizing the 
types of motion vectors and filtering out noises; and 2) the 
qualitative interpretation of camera motions from the estimated 
model parameters in two levels (frame and temporal segment). A 
fine segmentation can also be obtained for a video, based on the 
homogeneity of the camera motion in each unit. The advantages 
of our method lie in its computational efficiency and robustness 
to noisy environments such as false motion vectors and object 
motions. The proposed approach is validated by the experiment 
with real compressed video sequences. 

1. INTRODUCTION 
With the expansion of the digital broadcasting, Intemet and 
digital library services, the digital video data became very 
popular. Today content-based indexing techniques have been 
actively developed in order to access video material in an 
effective way. A basic and common approach for video indexing 
is to segment the video sequences first into shots and then to 
extract various features for shot characterization. 

An important feature in video sequences is the temporal intensity 
change between successive pictures: apparent motion. The 
apparent motion is generally attributed to the motion of objects 
and the motion of the camera. Camera motion is a distinct feature 
that essentially characterizes the content of a shot. Camera 
operation also gives cues for inferring the high-level semantic 
meanings such as the intention of video producers. Furthermore, 
a video sequence is composed of consecutive camera operations 
and a shot is a sequence of frames with varying camera 
operations, but continuous filming. Therefore, a shot can be 
segmented into smaller units of sub-shot that keeps a 
homogeneous camera motion for more detailed manipulation. 

Until now, some approaches have been developed to analyze 
camera motion in video sequences in the context of content- 
based indexing [1]-[7]. Most of the existing methods are based 
on analyzing the optical flow computed between consecutive 
images [1]-[4]. However, the estimation of the optical flow, 
which is usually based on gradient methods or block matching 
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methods, is computationally expensive. One can classify two 
types of approaches for camera motion analysis through optical 
flow. The one defines a model for representing camera motion 
and estimates model parameters from the computed optical flow 
[l], [2]. The other directly analyzes the observed optical flow 
patterns without any motion model by using the angular 
distribution or the power of optical flow vectors [3]-[6]. 

On the other hand, since video data are usually available in the 
MPEG-compressed form, it is desirable to directly process the 
compressed video without decoding. A few methods that directly 
manipulate MPEG compressed video to extract camera motion 
have been proposed [5], [6]. These approaches use MPEG 
motion vectors as an altemative to optical flow which allows us 
to save high computational load in two steps: full decoding the 
bitstream and optical flow computation. The previous methods 
simply classify the limited set of camera motion through the 
analysis of the distribution of motion vectors. Besides, some 
authors have remarked possibility of the extension of their 
proposed techniques performed in raw video to compressed 
video as the further work [ 1 I, [21. 

Concerning camera motion analysis in an MPEG compressed 
video, it is necessary to focus on the following factors in order to 
obtain sufficient quality of results for video indexing. First, in 
order to take the strong point of computational efficiency, a 
preprocessing is necessary to eliminate noisy motion vectors 
extracted from the bitstream. Second, it should be resilient to the 
presence of moving objects of large size. These two factors are 
related to the reliability of the method. Finally, it should be able 
to classify full set of camera motion types that are sufficient to 
describe various real video sequences. However, there has not 
been extensive work well addressing automatic camera motion 
characterization in compressed video in terms of the above 
factors. 

In this paper, we propose a novel framework for the analysis of 
camera motion to index MPEG compressed video sequences. 
Figure 1 shows the overall procedure of the proposed approach. 
It consists of three main steps. We extract the raw motion vectors 
from MPEG bitstream by partial decoding and construct an MVF 
for every frame (step 1). Our approach is based on the estimation 
of a two-dimensional affine motion model using the constructed 
MVF accounting for apparent global motion between two 
consecutive frames (step 2). Then, we can recognize the segment, 
in which a specific camera operation is maintained, through the 
qualitative interpretation of the estimated affine model 
parameters. We define a set of camera motion class that consists 
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of six well-known basic camera operations: They are zoom, 
rotation, pan, tilt, object motion and static, respectively. A shot 
is finally indexed by camera motion characterization and a 
sequence is segmented into the unit of sub-shot on the basis of 
camera motion (step 3). 

MPEG-compressed video sequence 
4 

in a nearly uniform region, the motion vectors look like random 
noises. Therefore, it is necessary to preprocess the constructed 
MVF to enhance reliability. We filter out the suspected noisy 
components from MVF by applying median filters to the 
magnitude of horizontal and vertical components of the motion 
vector separately. For our purpose, simple median filtering is 
effective enough to remove random noisy vectors in the 
background region. 

partial decoding 

1 motion vector field processing 1 
& MVFs 

affine motion model fitting 

I camera motion 1 characterization + camera motion characterization 
sub-shot segmentation 

Figure 1. The overall procedure of the proposed 
approach. 

The main features of the proposed method are as follows. 1) 
Camera motion analysis on the MVFs avoids heavy complexity 
spent in full decompression of MPEG stream and optical flow 
calculation. 2) The MVF processing step which includes the 
normalization of the motion vector types and noise vector 
filtering increases the reliability in the camera motion detection. 
3) The qualitative interpretation of camera operations in this 
method works reliably even with the presence of moving objects 
of large size or noisy motion vectors since it utilizes the physical 
properties of camera operations. The proposed approach is 
advantageous over the others in terms of the efficiency and 
robustness. 

2. MOTION VECTOR FIELD PROCESSING 
First, we normalize the types of the motion vectors extracted 
from MPEG-I or MPEG-2 bitstream to construct the MVFs for 
every frame. In other words, every motion vector should be 
converted to forward-predicted one with the prediction distance 
of one frame, regardless of the picture coding type and the 
prediction mode that is revealed in the macroblock (MB) type 
information. As to the picture structure, we only consider the 
frame picture and need to be extending for the field picture. To 
construct a MVF, as in our early work [8], we 1) convert two 
field-motion-vectors to a frame-motion-vector for the case of the 
field prediction in MPEG-2; 2) map the motion vectors of 
backward-predicted and bidirectionally-predicted types into 
forward-predicted ones; and 3) estimate motion vectors for I 
frames by interpolating two nearest P frames. 

As well known, the MPEG motion vector does not always 
correspond to true optical flow since the estimation is carried out 
to minimize the prediction errors in the compression. Especially, 
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3. CAMERA MOTION 
CHARACTERIZATION 

Unlike the previous approaches also applied in compressed 
domain [5], [6], we use a two-dimensional parametric model to 
represent global motion, and then interpret qualitative terms of 
the camera motion from the estimated model parameters. The 
affine model was employed in the following considerations 
although there are more accurate models of higher order. First, 
the affine model is more resilient to the noisy and sparse MVF 
conditions. In additions, it can represent all of the basic-type 
camera motions to be used in content-based indexing. In the 
affine motion model, the motion vector ( u , v )  is expressed as 

at the position of a MB ( n , y ) ,  where cP=(u,,u,,u,,u,,u,,a~) 

is the parameter vector estimated from the MVF of the 
undergoing frame by using the least square (LS) method. 

After the estimation of the parameters, we can exploit this 
information for camera motion characterization aiming at 
detection of the predefined classes of camera motion and micro- 
segmentation in the unit of sub-shot. The parameters can be 
expressed in another basis of elementary fields as in [2], [9], 
which are more directly related to the physically meaningful 
camera motion, as follows: 

@’=( pan,tilt,div,rot,hyp,,hy , ),with : 
pun = U ,  t J =  u4 

1 2 1  

1 1 
2 

div =-(a, +a6 ) rot =- (us  -a3 ) 

~ Y P ,  = -( a2 - u6 I ~ Y P ,  = -( a3 + a5 ). 
2 2 

These terms of the transformed parameter vector a’, pun , tilt , 
div and rot represent each of the component of the MVF 
induced by the camera operations of pan (or horizontal tracking), 
tilt (or vertical tracking), zoom (or forwardhackward tracking) , 
and rotation, respectively. For the camera motion 
characterization, we have developed a novel qualitative 
interpretation method that is based on global thresholding on the 
transformed parameters to detect a significant term of the camera 
motion. In practice, we use a modified term 
hyp ( hyp = lhyp, I + Ihyp, I ) instead of using hyp, and hyp, 
separatively, which can not be induced by normal camera 
operation, to detect the class of object motion. This class include 
the following cases: object motion is dominant due to moving 
objects of large size; ambiguous motion due to the completely 
meaningless MVF in the exceptional cases (for example, sky 
area). 
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The method consists of three steps: frame-level detection, 
segment-level detection, and residual segment processing. We 
can detect sequentially each of the camera motion class in order 
of zoom, rotation, pan, tilt, object motion and static by 
performing the above first two steps (i.e. frame-level detection 
and segment-level detection) on each of the related parameters. 
Let us take the example of the detection of zoom. In the frame- 
level detection step, we directly threshold the magnitude of div 
to determine if zoom is present in the undergoing frame. We also 
use the fact that the parameters a2 and a6 should have the same 
sign in the case of zoom. 

After the frame-level detection for every frame of the sequence, 
we detect the segment that have a specific class of camera motion 
in the segment-level detection step. We observe that a type of 
camera operation is generally maintained for some time at least a 
half second. According to this observation, we perform the 
thresholding on the interval of the frames detected as the same 
class. These procedure are performed in turn on different classes 
to be detected. The detected camera motion can be applied to 
characterize the corresponding shots, therefore a shot may be 
indexed by a dominiant class or a series of several classes. 

As stated earlier, it is useful to segment the video sequence into 
sub-shot of homogeneous camera motion for detailed 
manipulation, such as editing or retrieval. As results of the 
previous steps, some segments of the video detected as mulitple 
classes overlappedly and others may not labeled as any class. In 
the residual segment processing step, full sequence of the video 
is partitioned into sub-shot without any overlap through the 
merging of the residual segments into the neighbored classes 
according to the predefined rule derived from observation. 

I 0- 

4. RESULTS 

zoom+ut 

zoom-m zoomin 

We validate the efficiency and robustness of the proposed 
method on a variety of real video sequences by comparing the 
detected camera motions with those determined from the ground 
truth built by manual observation. This section shows the 
experimental results on two real sport videos: Golfand Soccer 
sequences compressed in MPEG-I format. Both of them contain 
very complicated motions including large object motions as well 
as various types of camera motions. 

Figure 2 (a) and (b) show an example of the obtained MVF 
overlaid on the corresponding frame and its synthesized version 
by fitted affine model parameters, respectively. The estimated 
convergence point of the camera motion is also represented in 
Figure 2 (a) as a small white point. 

To illustrate the procedure of the qualitative interpretation, we 
show an example of zoom detection applied to Golf sequence in 
Figure 3. The values for thresholds used in the method are easily 
found from the practical observations. Letting Ti,, and T, 
denote the thresholds for the magnitude of the linear 
( div , rot , hyp ) and translational motion parameters ( pan , tilt ) 
in the frame-level detection, respectively. They are set to the 
minimum values which make observable flow patterns to be 
induced by the parameters. Although these thresholds take fixed 
values (Tin = 0.015 and T, = 1.0 ) regardless of the types of 
video sequences, they turn to be quite stable. 
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Figure 2. A camera motion example. (a) The obtained 
MVF overlaid on the corresponding frame and (b) its 
synthesized version by fitted affine model parameters. 
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Figure 3. The zoom detection procedure applied to Golf 
sequence. The related parameter div is plotted against 
the frame number in each step. (a) temporal evolution of 
the estimated div from the MVF sequence (b) the result 
of the sign validation in the frame-level detection (c) the 
result of the magnitude thresholding in the frame-level 
detection (d) the result of the temporal thresholding in 
the segment-level detection and the detected segments for 
zoom-class. 
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Besides, in the segment-level detection, we set the threshold 
Temp as the minimum temporal length of each segment of 
homogeneous camera motion. It may be set differently according 
to a few types of video depending on the activity of camera 
operations. For example, we have set Temp to 30 frames for Golf 

sequence since it is composed of a series of relatively long 
camera operations, and to 15 frames for Soccer sequence in 
which active camera operations are rather short. After the 
detection of the segments, shown in Figure 3 (d), we can further 
identify the direction of the camera movement (zoom-in or zoom- 
out) by the sign of the parameters. 

Figure 4 illustrates the sub-shot segmentation results for the Golf 
sequence. As shown in Figure 4, the sequence is completely 
partitioned into sub-shots without any overlap, each of which 
falls into one of six classes of camera motions. It tums out that 
the results are almost in accordance with those by manual 
segmentation. 
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Figure 4. The results of the sub-shot segmentation for 
Golf sequence. 

The performance of zoom detection was measured on two five- 
minute videos. The results are shown in Table 1, where the 
number of the segments classified as zoom is compared with the 
ground truth. It shows that the proposed method yields fairly 
good performance. For the Soccer video, two segments with 
zoom are missed due to unreliable motion vectors in slowly 
played scenes. 

Table 1. Performance of zoom detection 

Sequences 

I Soccer 1 19 1 17 I 2 I 2 I 
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5. CONCLUSION 
In this paper, we described a novel framework for the analysis of 
camera motions to index MPEG compressed videos in content- 
based manners. It includes the construction of MVF from the 
motion vectors in MPEG stream and the characterization of 
camera operations through the proposed qualitative interpretation. 
We normalized the types of motion vectors and filtered out the 
noisy vectors to constitute a reliable MVF as an altemative to the 
optical flow at a low computational cost. Then, the proposed 
method utilizes such qualitative terms as the sign and magnitude 
of the affine model parameters estimated from the MVF and the 
continuity property of camera operation in temporal domain. 
Finally, it can classify the camera motion into six basic classes 
and partition the video sequence into sub-shots with 
homogeneous camera motion. 
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