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Abstract— In wireless sensor networks, the random key pre- this scheme to enhance the security and resilience of the
distribution arises as the practical solution for sharing @ommon  network usingg-compositeness. Dat al. [5] and Liu et al.
keys between sensor nodes. Since sensor networks suffernfro [7] further extended random key pre-distribution approtzh

the resource constraints like limited memory space, key pre L o . .
distribution scheme should require less memory space as psible pairwise key pre-distribution approach in which the shared

while supporting strong security strength, i.e,, high resilience Key between any two sensors is uniquely computed so that
against node capture. However, the existing schemes stikquire the resilience against node capture is significantly impdov

a large number of keys for each sensor to carry. Although However, these schemes still require each sensor to bedoade
location information is facilitated as deployment knowledje for with a large number of keys for large scale WSNs. Although

improvement, if two sensor nodes closely located each other . . S -
have very low probability to be in active-state at the same tnhe, location information is facilitated as deployment knovded

unnecessary key assignments can be happened since keys sdar for improvement [4], [6], if two sensor nodes closely lochte
only between them may be hardly used. In this paper, we prop@s each other have very low probability to be in active-state at

a novel random key pre-distribution scheme that exploits n&  the same time, unnecessary key assignments can be happened
deployment knowledge state of sensors, to avoid unnecessary key gince keys shared only between them may be hardly exploited.

assignments and reduce the number of required keys that each To add th bl | h
sensor node should carry while supporting higher connectity 0 address tnese problems, we propose a novel approac

and better resilience against node captures. The analysid our for random key pre-distribution that exploits new deployine
proposed scheme shows the better performance and security knowledge,state of sensorsBy facilitating new deployment

strength than the previous schemes. knowledge, we can reduce the number of required keys that
each sensor should carry compared to the previous works [2],

. INTRODUCTION : . ) o .
i ) [6] while supporting higher connectivity and better seturi
A Wireless Sensor Network (WSN) usually consists of &rength.

large number of tiny sensors with limited computation capac This paper is organized as follows: In Section 2, we briefly

ity, memory space a”‘?' power resource. '_I'ypically, _WSNS Gfftroduce the existing key pre-distribution schemes arair th
deployed at high density in regions requiring surveillaaoél 5\ hacks. We propose our scheme in Section 3 and analyze

monitoring. In military applications, sensors may be dgptb - hroh0sed scheme in Section 4. Finally, we conclude our
in unattended or hostile environments such as battlefieI%%[per in Section 5

WSNs are, therefore, vulnerable to various kinds of malisio
attacks like eavesdropping, masquerading, traffic-arsalys Il. RELATED WORKS

Hence, it is important to protect communications among sen-agter Eschenaueet al. [2] introduced the first random key
sors to maintain message confidentiality and integrity.eRec pre-distribution scheme, Cha al. [3] proposed the extended
research shows that secret key pre-distribution for symmelgcheme which achieves the higher connectivity and better
encryption is one of the practical approaches for estahlish security strength. Diet al. [5] and Liu et al. [7] further
secure channels among sensors since the low-power Sengofsnged random key pre-distribution approach to pairwise
have very limited computational capacity which excludes they hre._gistribution approach to improve the resiliencaimast
applicability of public key cryptosystems. node capture. However, these schemes still require easbrsen

Recently, many random key pre-distribution schemes [2kq4e t5 e loaded with a large number of keys for large

[7] have been proposed. Random key pre-distribution is firglsje \WsNs. For instance, to implement the random key pre-
proposed by Eschenauet al. [2]. In this scheme, each yigyibytion schemes proposed in [2], [3] for a WSN of size
sensor stores a random subset of keys from a large gy oo, at least 200 keys are required for each sensor, which
pool before deployment. Any of two sensors that can find 5most half of the available memory (assume 64-bit keys
common keys within their key subsets can use those shal less than 4KB data memory [1]).

keys for secure communication. Chaa al. [3] extended  £qr jmprovement, several key pre-distribution schemes [4]

This work was supported by a grant No.R12-2003-004-000 et [6] _that exploits certain c_zleploy_ment knowledge such as lo-
Ministry of Commerce, Industry and Energy cation are proposed. Using this deployment knowledge, the
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USEFUL SLEEP STATES FORVSNS
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- Group Key PodIGrP): A GrP S; is a subset of GIP for
Fig. 1. Example of Unnecessary Key Assignments in WSNs i—th group, from which a key ring is generated. The
cardinality of S; equals to|S¢
) o ] - Key Ring A key ring R; ; is a subset of GrP, which is
schemes can improve the connectivity and security strength  jndependently assigned to sensatassified as the group
However, although a WSN is deployed via random scattering  ; The cardinality of R; ;| equals toR.
(e.g.,from an airplane) in the group-manner [6], actually it's . Key-Sharing GraphLet V represent all the nodes in
difficult that the schemes know beforehand which nodes will SN, A Key-Sharing Grap&(V, E) is constructed in
be within communication range of each other after deploy- the following manner: For any two nodésand j in V,

ment. Even if the nodes are deployed by hand, the large there exists an edge between them if and only if (1) nodes
number of nodes involved makes it costly to pre-determiee th  ; and; have at least one common key, and (2) nodesd

location of every individual node in each group. What makes  ; can reach each other within the wireless transmission
it worse, although the location is used as the deployment rangei.e, in a single hop.

knowledge for enhancement, unnecessary key assignments ca )

be happened. Since onbctive sensors participate in usefulB- Modeling of Deployment Knowledge

communication, keys only shared between sensors which havéd) Classification of State:In this paper, new deploy-

low probability to be inactive at the same time can bement knowledgestate of sensorsis exploited for key pre-

unnecessary. Fig. 1 illustrates one example of unneceksgry distribution. Before modeling of deployment knowledge, we

assignment. Let; andk; (with i = 1,2, j = 1,2,---)denote need to classify the states of sensors. In general, seveeq s

the sensor node and its pre-distributed symmetric keys, states could be defined as shown in Table | [9].

spectively. LetT; denote the time-interval when senser In this paper, for simplicity, we consider two major oper-

is supposed to be in active-state with high probability. Twational statesactive and sleep In the sleep state, the lowest

sensorss; and s», are deployed closely, so they may sharealue of the node power is consumed; while being asleep,

more keys as proposed in [6]. Suppose thainds, have key a sensor cannot interact with the external world Ifke and

set {ki1, k2, ks, ks } and {k1, k3, ks, ke }, respectively. During Ss in Table I. On the other hand, the sensors in active-state

Ty, s, ares, are in active-state and sleep-state, respectivetyan interact with the external world with higher node power

Then, as time goes by; and s, transit their states to sleepconsumption.

and active, respectively. I§; and s, are in active state at  2) Active-State Group:The probability that each sensor

the same time with very low probability, the shared key onlgode transits to sleep-state can be diverse depending on

between them{k;, k3}, may be hardly used. Therefore, théhe MAC(Media Access Control) protocol, sleep scheduling

key assignments of these keysspands, are unnecessary. algorithm, events that sensors may receive, and otherusrio

unpredictable factors around WSNs. For real application of

1. THE PROPOSEDSCHEME WSN, it’s natural that sensors transit their states pecalti

with some probability. Especially, in the monitoring and

surveillance, implementing sensor nodes to be in actiate sit

We utilize the following notations and terminologies foeth specific time-interval with high probability and sleep atsho

A. Notations and Terminologies

convenience of description. of other times for prolonging the lifetime of WSNss is efficten
- CDF: Cumulative Distribution Function since the probability of each sensor’s state is unpredietab
- F(): The CDF of 1-D Gaussian function Therefore, in this paper, we assume that sensor nodes are
- ®(): The CDF of 1-D Gaussian function with mean,= implemented to be in active-state at specific time-intervath
0 and deviationp =1 high probability and in other time-intervals the probabilis
- PDF: Probability Density Function relatively low. Then, sensor nodes can be grouped by the time
- Q-Function 1 - &() intervals when they have high probabilities to be in active-

- Global Key Pod[GIP): A GIP S is a pool of random sym- state. For instance, if senser has high probability to be in
metric keys, from which a group key pool is generatedctive-state at time-intervdly, it may be grouped as the first
The cardinality ofS equals to|S]|. group.



C. Assumptions and Security Threats

To use the state of sensors as the deployment knowledge, we
assume that whole lifetime of WSN can be divided into many
small time-intervals and each of them repeats periodicaily
there is no time-interval when all sensors are in sleestat

WSN is vulnerable to several security threats. In this paper
we consider two major security threats; node capture and
eavesdropping. First, the attackers can monitor all commu-
nications between sensors due to the characteristics @ rad
broadcast signal. Second, attackers can easily capture nod
and analyze all information embedded in each sensor node.

Probability distribution of active-probability

Fig. 2. Probability Distribution of active-probability feeach ASG D. Key Pre-Distribution Scheme

Using the deployment knowledge modeled in the previ-
ous section, we propose a new random key pre-distribution
Based on these assumptions, we defiAetive-State scheme that satisfies all above requirements. Our proposed
Group(ASG) G; (i=1,2,3;-) is the group of sensor nodeskey pre-distribution scheme consists of three phases: &y p
which have high probabilities to be in active-state at thmesa distribution phase, shared-key discovery, and path-kégbes
time-interval. In the actual operation of WSNs, the probgbi lishment. Because of adoption of new deployment knowledge,
that each ASG is in active-state at given time-interval can lall phases for key pre-distribution are considerably défe
different depending on applications of WSNs, MAC protocol§rom Eschenaueet al. [2].
sleep scheduling algorithmstc For simplicity, we call this 1) Key Pre-Distribution PhaseThis phase is performed
probability as active-probability throughout this paper. We off-line and before the deployment of sensors. We assunte tha
model the active-probability as a 1-D Gaussian distribbutio L groups are defined in the modeling of ASG. Key setup server
Although we only use the Gaussian distribution, our progosgenerates a large GIf, and divides it intal. GrPsS; for each
scheme also can be applied to other probability distrilmstio ASG G;. The purpose of setting up the GrP is to allow the
We denote the time when the active-probability is the higheime-neighbor ASGs to share more keys. We will describe the
atti for each groupi. We also assume that, — ti+!| is detail GrP setup step later. After completion of GrP setop, f
constant. Then, if senserin G; has the highest probability to each sensof in the ASGG;, randomly selected key ring; ;
be in active-state around timg,, the PDF of active-probability from its corresponding Gr; is loaded into the memory of
for sensors in G; is as follows: the sensors.
2) Shared-Key Discovery PhaseéAfter deployment, the
state of each sensor in each ASG transits depending on

i _ 1 (i )2)9,2 the sleep scheduling algorithm, events, and other variable
itk e Gi) = —e . . )
V2mp unpredictable factors at each time-interval. For secunenso-
= ft—t) (1) nhication with active-state sensor node at given time-uater

each active-state sensor node first performs key-discdeery
find out with which of other active-state sensor nodes they
o o share a key. Such key discovery can be performed by assigning
where f(t) = —i—e""/*/". Without loss of generality, we a short identifier to each key prior to deployment, and having
assume that the PDF for each group is identical except t&ch sensor node broadcast its set of identifiers. Sensesnod
value oft;,, so we usefy(t|k € G;) instead off; (t|k € Gi). which discover that they contain a shared key in their kegsin
Fig. 2 depicts the probability distribution of active-can then verify other active-state sensor node actuallgshol
probability of each ASG. We define that two ASGs &iree- the key through a challenge-response protocol. For enhgnci
neighborsif their corresponding time-intervals are nearbgecurity in challenge-response, encryption of each itlentin
regardless of their locations. That is, if one ASG is supdosthe sender and decryption on the receiver can be utilized. Th
to be in active-state with high probability during one timeshared key then becomes the key for that link. After above
interval, the other (time-neighbor) ASG can be in activatest step, the entire sensor networks forms a key-sharing graph.
during previous or next time-interval of the former one with 3) Path-Key Establishment Phas8ensor nodes can set up
high probability. We can find out that if one ASG has th@ath keys with sensor nodes in their vicinity that they did no
highest active-probability at one time-interval, thenlgcahas happen to share keys with in their key rings. If the key-sigri
moderately high active-probability at nearby time-intdsv graph is connected, a path can be found from a source sensor
Therefore, two time-neighbor ASGs have high probabilitees node to other active-state sensor nodes. The source node can
be in active-state at the same time-interval with the maderdahen generate a path key and send it securely via a path to the
probability. target sensor node.
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Fig. 3. Shared keys between nearby GrPs

E. Setting up GrPs

Since key assignments are determined by the active-
probability, in some cases sensors may be in active-state ev
though they are not assumed to be. Therefore, sensors in one
group should share some keys with sensors not only in same
group but also in other groups. For this, some portion of each
GrP should be overlapped with other GrPs. Since the active-
probability of each group follows the Gaussian distribatio
sensor nodes have moderately high probabilities to be in
active-state at the previous and next time-interval. Tioeeg
to set up the GrPs, some keys are from the previous and next
GrPs. are deployed to be able to cover all the area of real sensing

We will show how to assign keys to each G$Psuch that field according to the existing coverage-concerned sensor-
GrPs of nearby time-intervals have a certain number of comieployment strategies. Here, indicates the radio coverage
mon keys. We assume that overlapping factor determines range of each sensor node. Since sensors are grouped based
the certain number of common keys between two nearby timen the time-interval when they have high probability to be
interval groups. In our scheme, one GrP shares exatflyy| in active-state regardless of their locations, the cowerag
with the previous and next time-interval GrBs€ o« < 1). problems in WSNs solely depend on the sensor-deployment
To achieve this property, we divide the keys in each GrP inttrategies.
three partitions like illustrated in Fig. 3. Keys in eachtpiam
are those keys that are shared between corresponding nearb)}v' PERFORMANCEEVALUATION AND SIMULATION
time-interval GrPs. For instance, in Fig. 3, the left paotitof ~ In this section, we analyze our proposed scheme in detail.
G- consists ofu|S¢| keys shared betweefi; andGs. For analysis, we adopt similar methods used in [6]. However,

Given the GIPS and overlapping factaz, we now describe Since we adopt new deployment knowledge different from [6],
how to select keys for each GrP. Since we use similgPme parts are slightly different.
methodology useq in [6], here we briefly describe the way g\ 41uation Metrics
to set up GrPs. First, keys fdf; are selected fron$; then
;e‘;n; er?,??gfndg}pgff : irr?er?]i.e;l'erl;n,:f((){ Sa:f)ﬁ%p SEIGG;E that represent desirable characteristics in a key preiulision
from S, and remove the selectdd keys from S. After G, scheme for WSNs: ) o
selectsa|Sg| keys fromG., no other group can select any * Low Me_mory Occupatianfo address the limited memory
one of these keys. These procedures repeat until all GrPs are constraint, small number of keys should be promised
set up. while supporting same or higher level of security.

Now we calculate the number of keys in each GrP. Since* Higher Connectivity With smaller number of keys, the
keys selected from the other groups are all distinct, thegum ~ Probability that two sensors share at least one common

all the number of keys should be equal to {i$¢. Therefore, key at given time-interval should be higher.
we have the following equation: « Stronger Resilience Against Node Captugensors are

easily captured by the adversaries. Once captured, they

@ : scnsors in ASG #1
() : sensors in ASG #2

Fig. 4. Example of Sensor Deployment

We evaluate our proposed scheme against following criteria

S| = 5] are analyzed and may reveal secret information to the at-
L—al+a tackers. The proposed scheme should be resilient against
where L is the number of groups. node capture.
F. Sensor Deployment B. Connectivity

After key pre-distributions has established, all sensateso  We calculatep,, the probability that two active-state sensors
are deployed in the real sensing field. Fig. 4 illustrates osbare at least one common key after deployment at given
example of sensor deployment. Sensor nodes from two AStBre-interval. Let4 and B be the probabilistic event that two



sensors are in active-state at given time-interval and teate i
that two sensors share at least one common key, respectively
Hence,

Pr[Bn A]

Ps = PT[B|A] = T[A] go.s—

First, we will find out the probability that two sensor nodes
are in active-state at given time-interval. For this, wechae
consider two cases as follows:

« Case 1 Two sensors are in same group during key pre- T s w @ o e w0 o
distribution phase.That is, two sensors have high proba- )
bilities to be in active-state at the same time-interval. Fig. 5. Connectivity: Probability of sharing at least one keetween two
« Case 2 Two sensors are in different group during keyensors
pre-distribution phase, and two groups are neighbors each
other.

For each case, we can calculate the probability that two
sensors are in active-state at given time-interval usifg (1 P(})
Suppose that time-intervdl; is given ast; <t < t;41. Then, = 1 - Pr(two sensors do not share any key)
the active-probability of7; at T; can be found as follows:

min(R,\|Sq ) .
Z </\S.'G> ((1 - )\)|SG> <S’G - z)
MTi) = F(tit1) — F(ti) 4 P v 1?* { R
® <7t"“ — ti") —® <—t" - tfﬂ) <Sc>z
i o 3
0 (tl tm> p (tm tm> (3)
p p

) ) . . . Here, if A = 1, the above equation can be reduceg@s =
wherei(=1,2,3,- - -) is the index of the time-interval. Sl ) o
Then, we can define the probability that two sensors are %n_ (gl If A = 0, the required probability is simply zero,
active-state for each case as follow: p(A) = 0.
Finally, we can calculate, using (2) and (3). We define

¥ as the set of all groups in our scheme. Suppose that two

h(T:)?, ifi=j (Case 1 sensorsg; ands;, are selected frond/; andG; of ¥. Since
H(,j) = 4 ML) xh(Tipn), fi—g=1 (Case2 5 the event that two sensors share at least one common key is
g(Ti) x h(Ti-1), gtrlleirvx]/iszil (Case 2 independent of the event that two sensors are in active-stat

at given time-interval, we can calculate the probabilitatth
s; and s; are in active-state at given time-interval, and two
Now, we need to calculate the probability that two senso€nsors share at least one common key using (2) and (3) as:
share at least one common key. This probability can be . .
: Aiyg9)-H 4
expressed as 1Pr[two sensors do not share any key]. Since PG ) - H . j) “)
the size of GrP i$S¢;|, the number of keys shared between twahere (i, j) is defined as follow:

GrPs is\|S¢|, where) is 1, a, or 0. According to the value ..
of A, we should consider three cases for finding the required . 1 !f t=a
probability; two sensors come from same grougY), the Al g) =4 @ it i —j =1
neighbor two groupsX=a), and the different groups which 0, otherwise
are not neighbor each othex=0). Then, p, is the average of the value in (4) for all groups,
We adopt the same overlapping key pool method used in [@];d can be calculated as follow:
so here we just briefly introduce the procedures and equsation Sicw Zje\I/ H(i,7) - p(A(i, 7))
for calculating the required probability. The first nodecsts: ps = —
ZiE\II Z]’eq’ H(i,j)

keys from the)\|S¢;| shared keys, it then selects the remaining

R —i keys from the non-shared keys. The second node select&ig. 5 illustrates the connectivity versus the number of
R keys from the remainind|S¢| — i) keys from its GrP. keys each sensor carries undéff = 100,000,L = 100,
Thereforep()), the probability that two sensors share at leasind a = 0.25. We compare our proposed scheme with Es-
one key when their GrPs haveS| keys in common, can be chenaueet al’s scheme and Dat al’s scheme. The proposed
calculated as follow: scheme offers the better performance improvement compared
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Fig. 7. ps vs. a under different values ofS| and L

to two schemes. To achieve the same probability, our prapode = 25. In the case,; = 0.50, the same improvement can be
scheme requires much smaller number of keys. found. By adopting new deployment knowledge, we enable to
reduce the number of unnecessary keys carried by each sensor
node.

A scheme'’s resilience toward node capture is calculated by
estimating the fraction of total network communicationatth D. Memory Usage
are compror_mse(_j by a capture .@fnode_s not including t_he As described in the previous section, our proposed scheme
communications in which the compromised nodes are dwec}_lg

) i “réquires much smaller number of keys compared to the pre-
involved. To evaluate our key pre-distribution scheme @agfai vious scheme. If we assume 64-bit keys and less than 4KB

node capture, we apply the same method used in [6]. Note ﬂd%&a memory of each sensor [1], fpr=0.33, the memory

the number of required keys that each sensor should carry is a :
. . occupation of our proposed scheme can be calculated as
important factor for evaluation of the scheme. In our sche

0%. This percentage is much smaller than 9.2% @Dwal’s

we can reduce the number of keys that each sensor should sforé ; -

o : ) scheme) and 40% (Eschenag¢ral’s scheme). In the similar
in its memory drastically compared to the previous schem(\e,\'elza forp.=0.50. we also can verify that much less memor
In [6], the estimation of the expected fraction of total keys Y, 10T ps=1.9%, y y

. . . Space is required in our proposed scheme.
being compromised is calculated by P g prop

C. Resilience against node capture

R E. Performance Analysis

x

|S‘) To examine the performance of our proposed scheme de-
wherez is the number of compromised nodes. pending on the various application scenarios, we vary the

Fig.6 illustrates the theoretical results. We compare oualues of the parameters related to the connectivity. For
scheme with the existing random key pre-distribution sab®minstance, in the case of large scale WSNs, large size of GIP
such as Eschenauetral’s scheme and Dat al’s scheme. The and many groups are required. In some scenarios, each group
figure shows that our proposed scheme lowers the fractiondafesn’t have to share keys with others. For all scenarigbghi
compromised communication afternodes are compromised.connectivity should be guaranteed. Depending on the size of
The most important reason for this improvement is that, 8IP |S|, the number of group£, and the overlapping factor
achieve the same connectivity while using the same key paglthe connectivity is diverse. Fig. 7 shows the performance
size|S|, our proposed scheme only requires much smater of our proposed scheme under the different parameters. By
keys. For instance, to achieyg = 0.33 under{S| = 100,000, referring each figure, our proposed scheme requires only
the Eschenauest al'scheme and Det al's scheme requir&®& small number of keys for high connectivity on the various
= 200 and 46, respectively. However, our scheme only neeajsplication scenarios.

1-(1




V. CONCLUSION

In this paper, we propose a novel random key pre-
distribution scheme that exploits new deployment knowtedg
state of sensorsBy facilitating this knowledge, we can make
keys be shared with sensors which have high probabilities
to be in active-state at the same time. Therefore, we can
remove the unnecessary key assignments while achieving the
higher connectivity with smaller number of keys compared to
the previous schemes. Through this accomplishment, we can
expect the save of large memory space for each sensor node
and also improvement of resilience against node captures. W
show the outstanding performance and security strengthiof o
proposed scheme through the simulation.
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