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ABSTRACT 

Generalized Order Statistic Cell Averaging (GOSCA), Gen- 
eralized Order Statistic Greatest Of (GOSGO), and General- 
ized Order Statistic Smallest Of (GOSSO) CFAR detectors 
are proposed. Each of them has its own advantages accord- 
ing to radar environment situations so that most effective 
radar detector can be chosen at any unpredictive situation. 
Their performance formulas in terms of false alarm proba- 
bility and detection probability are derived. From the per- 
formance analysis, the GOSCA CFAR detector is the best in 
homogeneous situation, the GOSGO CFAR detector in clut- 
ter region near the clutter edges, and the GOSSO in clear 
region close to the clutter boundary and interfering targets 
situation. A new window structure to eliminate the fatal 
problem in GOSSO CFAR detector in clutter regions is also 
proposed. The false alarm probability of the proposed win- 
dow structure performance is compared with conventional 
window structure. 

1. INTRODUCTION 

Constant false alarm rate (CFAR) detector is used to regu- 
late the false alarm probability to be a desired level in vary- 
ing background environments [2]. The proposed General- 
ized Modified Order Statistic CFAR detectors are shown in 
Figure 1. The modified CFAR structure splits the reference 
window into two: lagging and leading windows. By select- 
ing a proper logical function among three, this generalized 
CFAR detector serves as any one of GOSCA, GOSGO, and 
GOSSO CFAR detectors. This structure is computation- 
ally efficient. In the following section, the exact formulas 
for three CFAR detectors in homogeneous and nonhomoge- 
neous environments are derived and their performances are 
shown. 

To get rid of the fatal drawback of the GOSSO CFAR 
detector, the structure of data transfer from two reference 
windows to two ordering windows is changed. The dashed 

Figure 1 : Generalized modified Order Statistics CFAR De- 
tectors 

lines denote the new method, that is, half of samples in lag- 
ging reference window go into leading ordering window, 
and those of the leading reference window move into lag- 
ging ordering window. The performance of CFAR detector 
with the new window structure is shown in section 5.  

2. GOSCA CFAR DETECTOR 

The output 21 of the leading generalized order statistic (GOS) 
[3] window of length NI and Z2 of the lagging GOS win- 
dow of length N2 are added to estimate the background 
noise level as shown in Figure 1. 

The output sequence of the squared-law detector shift 
serially into the reference window which consists of lag- 
ging and leading windows. The samples in two separate 
sub-windows are first ordered, and then the ordered outputs 
are multiplied by coefficient {ai,j} to produce Zx and Z y  
by adding all weighted ordered samples in the lagging and 
leading windows, respectively. Finally, we obtain a statistic 
Z as 

2 = 21 + 22, (1) 
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(8) 
I where X ( i )  and Y(i) are the i-th smallest samples among NI 

and N2 samples in a lagging or leading reference, respec- 

weighting coefficients for the lagging or leading OS proces- 

D N z  D N Z  c [ c , ( d N Z 7  i N Z ) - 2  n c i ( G N z ,  iNz) - l  

X M ~ ~  (0; dNll iNl } . 
tively, and 6~~ = { a k , i } z = l ,  N k  k = 1,2,  are the sets of the j=1 i = l , z # j  

sors. By changing the weighting coefficients of the GOSCA 
CFAR detector, various CFAR detectors are obtained. 

The processing time of the proposed GOSCA CFAR de- 
tector is less than half that of the GOS CFAR detector be- 

pendently ordered according to their own levels. 

3. GOSGO CFAR DETECTOR 

The background noise power is estimated from the 
cause the in the lagging and leading windows are inde- larger of two separate order statistics obtained from the lead- 

ing and lagging GOS windows in Figure ?? by 
We assume that the target returns are Swerling I tar- 

get model and the background cells have Gaussian distri- 2 = " ( 2 1 , 2 ~ ) .  (9) 

The MGF of 2 is given by butions. The MGF of Zk, k = 1 or 2, is given by [4,6] 

MZk GNk 3 PNk = H((."k 7 BNk M ~ O s G O ( s ;  iu"1,6N17 z N 2  7 6 N z )  = 
dl (s; &NI t pN17 '3N2 1 BN2)  + all Nk! anverses 

Lk n (s + c k , i  (GNk 7 8Nk )) -' (3) d 2 ( s ;  Z N z ,  $Nz, Z N I ,  6 N i  1, (10) 
i= 1 The value of dl (8; a )  can be obtained as follows; 

where c &(s; -) = (-l)L1+l 
all N I !  inverses 

where 

GOSCA X (k l  + l ) ! ( - l ) k l  
pd = M Z  (T/( l  -k s); S N 1 ,  PN17 G N z ,  P N 2 ) ,  (7) 

(s - Q ~ [ ~ ; ~ N ~ , P N ~ ] ) ~ ~ + ~ '  
where S is the SNR of a target. The ADT, defined by [ 11, 
of the GOSCA CFAR detector is written as 

ADZ' T { N ~ ! H ( ~ N ~  fNl) x 
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where 

and (q) denotes the q-th derivative, and k1 = q when Lk = 
1. dZ(s; .) can be obtained from dl (s; e )  by exchanging the 
subscripts 1 and 2. Therefore, the Pfa and Pd are derived 
from (6), (7), and (10). The ADT of the GOSGO CFAR 
detector is given by 

4. GOSSO CFAR DETECTOR 

In the GOSSO CFAR detector the noise power estimation is 
the smallest of the order statistics Z1 and 22 as depicted in 

Figure 1, Le., 

2 = min(21,Zz). (18) 

The MGF of 2 is given by 

GOSSO ~z ( s ; ~ N ~ , $ N ~ , ~ ~ ~ , $ N ~ )  = 

-Mz (s ;  G N ] ,  $N] ,  G N ~ ,  B N ~ ) .  (19) 

From (6),(7), and (19), the Pfa and Pd are derived. The 
ADT of the GOSSO CFAR detector is given by 

MZi (8; 3 N i  Y 6 N 1 )  + M Z z  (s; z N 2  3 6 N z )  
GOSGO 

5. PERFORMANCE RESULTS AND DISCUSSION 

GOS**(a,b) represents a generalized modified OS CFAR 
detector with { ( ~ k , i } : = ~  = 1 and other weighting values as 
zeros. Table 1 shows T and ADT for various GOSCA, 
GOSGO, and GOSSO CFAR detectors when the desired 
Pfa is and NI = N2 = 12. The important factor 
determining detection probability for a CFAR detector in 
homogeneous background is ADT [ 13. The smaller ADT 
results in a better detection probability in a CFAR detector. 
It can be observed from the Table 1 that the GOSCA CFAR 
detectors perform better than the GOSGO amd GOSSO CFAR 
detector. The optimum weighting coefficients of the CFAR 
detectors are obtained and compared with the non-optimum 
CFAR detectors. For example, GOS**(9,10) CFAR detec- 
tors have larger ADT than the optimum CFAR detectors , 
whose coefficients are (Yk,9 = 3.229 and C Y ~ , I O  = 3. 

In homogeneous and interfering target situations, the de- 
tection performances are given in Table 2 and 3. In homo- 
geneous case, the GOSCA CFAR performs the best among 
them as expected from the explanation of the ADT. The 
GOSSO CFAR detectors show better performance than the 
GOSCA and GOSGO CFAR's whenever the number of in- 
terfering targets becomes larger. 

False alarm probabilities for three CFAR detectors are 
shown in Figure 2. The CNR of clutter data is assumed 
lOdB, and the test cell is in the high-power-region. The 
number of clutter cell is assumed to be greater than 12. The 
GOSGO CFAR detector performs best among them because 
the false alarm rate is most close to the desired Pfa. This 
means that the excessive false alarm rate can be decreased 
by adopting the GOSGO CFAR detector. One can observe 
that the GOSSO CFARs have worst performance in that re- 
gion, and bring out too heavy false alm rate. On the other 
hand, when the test cell is in low-power regions, the GOSSO 
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Table 1 : Values of T and ADT for the proposed CFAR de- 

S N R  

6 
8 
I O  

Table 2: Detection probabilities for various interfering tar- 
get situations 

GOSCA(9.IO) I GOSM(9,IO) I MSSO(9.10) 
Numba of inlerfaing targeu (Lagging window, Leading window) 

.O) (0.0) (3.0) I (0.0) (3.0) I (0.0) (3 
0.0245 0.0056 0,0221 0.0041 0.0104 0.0062 
0.0738 0.0233 0.0674 0.0171 0.0369 0.0239 
0.1698 0.0714 0.1579 0.0537 0.laW 0.0719 

22 
24 
26 
28 
30 

CFAR detectors show very excellent performance over oth- 
ers. This means that the target missing can be minimized by 
using the GOSSO CFAR’s in radar systems. 

If the GOSSO CFAR detector has the different struc- 
ture, the fatal problem can be resolved. The data transfer 
scheme from two reference windows to two ordering win- 
dows is changed as shown in Figure 1 with dashed line. In 
Figure 2, the GOSSO CFAR detector with the new window 
structure, GOSS0(6,1O)-W, shows the drastic reducing of 
the false alarm rate in high power region near clutter edges 
compared with the GOSSO(6,lO) CFAR detector. 

As radar background situation is changed, the most avail- 
able CFAR detectors can be selected from the derived for- 
mulas of proposed CFAR detectors and the new window 
scheme. 

0.8798 0.8091 0.8736 0.7690 0.8410 0.8137 
0.9221 0.8739 0.9180 0.8452 0.8960 0.8773 
0.9500 0.9181 0.9473 0.8983 0.9328 0.9204 
0.%81 0.9473 0.9664 0.9342 0.9570 0.9489 
0.9797 0.9664 0.9786 0.9578 0.9726 0.%74 
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