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. INTRODUCTION have LU information not containing in a previous

In recent years, the cognitive radio (CR) has pedpoadcast packet3 they try to access AP with uniform
receiving a great attention to overcome spectruf@ndom number in random access of round phase.
scarcity [1]. The key to this new technology i#\gain, AP gathers these information and broadcasts
spectrum sensing that is aware of the environme#fg$ updated channel state to nodes. The round phase
and informs vacant bands [2]. The main problef§Peats until there is no contender in random access
in spectrum sensing is the degradation of deté@hase. Lastly, after the round phase, AP announces
tion performance when a CR node is exposed #pal channel states to all nodes.
fading from both shadowing and multipath. This The noticeable feature that discriminates our pro-
motivates the development of cooperative sensirf§C0! from others is that it is designed to avoid over-
Some authors have analyzed potential benefits /@pPed information by inserting broadcast phases.
cooperative sensing [3] and proposed data fusibience, it m{:lkes_ possible to dynamically coordinate
rules to combine sensing information efficiently [4]5€NSing period in CR network.

In this paper, we focus on the protocol design t@||. PERFORMANCERESULTS AND DISCUSSION

exchange of sensing information when CR nodes|pq performance of proposed protocol depends
collaborate with each other. Our proposed protocgJ1 the number of initial notifying nodek)
operates dynamically in accordance with prior ir]:Us(L) radio channels{/), CR nodesy) an(’j

formed notifications. We demonstrate its superiorit, s 4om access sloe). We simply set, and M
by Monte Carlo simulation. to 5 and 10 respectively and try to find the most
[I. COOPERATIVE SENSING PROTOCOL suitable parameters ok and R for various N by

We consider the centralized cooperative scena nte Carlo sm_1u|at|ons. Fig. 3.ShOWS the_ numbc_ar
in this paper. Therefore, we assume that an acc? gverage required packets during a sensing period

oint (AP) gathers sensing information (there at@' ¥ = 50 and Fig. 4 compares that of proposed
P (AP) g 9 ( é?éotocol and general protocol in which all CR nodes

gotify the sensing information to AP sequentially.

using synchronized TDMA on a single dedicate@> skhciwnfln flgures,dthe ntumbler of av?rg_ge rttlequwed

channel which is not affected by any licensed USBF‘Ct.e Slot p:[]opose bpro ?((::OR aredno Irectly pro-

(LU). Fig. 1 shows our network topology. The fam&°rtional to the number o nodes

structure of our protocol which is depicted in Fig. REFERENCES
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M radio channels to be sensed) of all nodes (th
are N nodes in a CR network) and it is performe
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Fig. 3. The number of average required packets for 50 CR nodes. We
a0 ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ assume that the length of all packets in a sensing period is same.
-250 -200 -150 -100 -50 0 50 100 150 200
m]

Fig. 1. An example of the node position and network topology;
Circles - CR nodes, Colored Circles - Initial notifying CR nodes,
Triangles - LU, Black Solid Line - CR network service coverage,
Red Dotted Lines - LU service coverage

100 T T T T T T
—©— Proposed Protocol
Periodic sensing 90 |-| =8 General Protocol |
v v v
. E = |
______ )
_________________ £ 7ot 1
_______ S
________ e}
Sensing period _g 0
o [ 4
Sensing phase | Notification phase %
© sof g
e %
Initial Termination) S 40} : : : : : ]
Quiet phase phase Round phase phase <>(
Initial Random Random 30 1
Sensing phase Notifyi broadcast broadcast | =-- broadcast D
otifying access access
——= — 200 ]
...... ~..
e S ~.
ot 'DlFECI"' R lDIFECIINodeZ: <] 1 i i i i i i i i
I | :Nodeyl 7 Jable channdls 10 20 30 40 50 60 70 80 920 100
Node1 B HEEH 2.1D list for next Initial notifying Number of CR nodes (N)
[l 3. Termination bit
Lessthan :Nodeb: X
(N-K) Nodes | Nodea, ] time
ﬁ Fig. 4. Comparison of the number of average required packets for
FEC .
AR various numbers of CR nodes
) —————
Rsdlots

Fig. 2. Frame structure of proposed protocol



