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Abstract—1In recent years, cognitive radio (CR) has received
a great attention due to the ability to improve the spectrum
utilization. It allows the secondary user (SU) in the CR network
to opportunistically access the licensed spectrum of the primary
user (PU). For this end, quality of service (QoS) requirements for
both the PU and the SU should be guaranteed at the same time.
These QoSs can be respectively translated into the interference
temperature at the primary receiver and the received signal-
to-interference-plus-noise-ratio (SINR) of the secondary receiver.
In such a CR network, a power control can increase the energy
efficiency by keeping the transmission power of the SU as low
as possible within the QoS requirements.

In this paper, we propose an autonomous distributed power
control scheme for CR networks that considers the QoS
requirements of the PU and the SU simultaneously. Since
the transmission power of each SU is constrained so that the
interference temperature at the primary receiver caused by all
SUs does not exceed the interference tolerance of the PU, the
QoS requirement for the PU is always guaranteed. Through the
simulation results, we demonstrate that the proposed scheme
never exceed the interference tolerance of the PU.

Index Terms—Cognitive radio, quality of service, power
control, distributed constrained power control, generalized
distributed constrained power control

I. INTRODUCTION

In recent years, the demand for the spectrum resource is
increasing rapidly with the emergence of various wireless
services. Since there is only a finite amount of the spec-
trum resource, the remaining spectrum is being exhausted
and it leads to the spectrum scarcity problem. The Federal
Communications Commission (FCC) indicated that not all the
spectrum is in use all of the time, and only about 30% of
the spectrum is actually in use in certain given location and
at certain time [1]. This led the FCC to revisit the current
fixed spectrum management policy, and the FCC proposed that
unlicensed devices flexibly utilize the TV spectrum with no
harmful interference in 2004 [2], [3].

In this context, a cognitive radio (CR) is receiving a great
attention due to the potential to realize the proposal of the
FCC. In CR networks, the unlicensed device and the TV
service correspond to the secondary user (SU) and the primary
user (PU) respectively. It allows the SU in the CR network
to opportunistically access the spectrum licensed to the PU
without interfering with the PU. In other words, it senses the
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available spectrum and opportunistically utilizes the identified
spectrum. Thus, CR has the ability to improve the spectrum
utilization [4].

A power control which has been employed for improving
the link performance in cellular networks can also be applied
to CR networks. However the power control of CR networks
is more complex, in that it should not only consider the quality
of service (QoS) requirements of the SUs but also protect
the PU communication link. Since the PU communication has
priority over the SU communication, it is impossible for the
SUs to share the PU channel deteriorating the link quality of
the PU communication. Thus, SUs should always check the
estimated interference at the primary receiver after determining
their transmission power.

There are two categories in the power control for CR
networks: centralized and distributed power control. For the
centralized power control, a central manager controls the trans-
mission power of all users within its coverage. A transmission
power control system using Fuzzy Logic System (FLS) was
proposed in [5]. With the built-in fuzzy power controller, the
SU is able to dynamically adjust its transmission power in
response to the changes of the interference level caused by the
SU to the PU. In [6], considering the interference temperature
constraints, the optimal power control problem was modeled
as a concave minimization problem. In [5], [6], no SU is
allowed to transmit before receiving authorization from the
manager. Furthermore, all information required for managing
the network should be known to the central entity, and very
heavy signaling is inevitable.

For the distributed power control, on the other hand, each
user controls its transmission power by itself using only local
information. However, since the interference temperature at the
primary receiver cannot be identified by the local information,
it is difficult that the QoS requirement for the PU is guaranteed
in the distributed power control. Thus, an additional process is
needed to let the SUs recognize the interference temperature at
the primary receiver [7], [8]. In [7], a joint coordination and
power control (JCPC) algorithm was proposed. The optimal
SU set is chosen in the coordination phase based on the game
theory, and the transmission power of each SU in the set is
distributively allocated in the power control phase. In [8], a
genie-aided distributed power control algorithm was proposed.
First, the transmission power of each SU is determined by
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the distributed power control algorithm. After that, if the
interference level caused by all opportunistic communications
is so high that the PU is violated, a genie placed near by the PU
informs the SUs. Since an additional process is executed, they
are not fully autonomous distributed power control algorithms.

In this paper, we propose an fully autonomous distributed
power control scheme without an additional process for CR
networks. Specifically, the constraint for the sum of the
interference induced by all SUs in the network is replaced by
new one which limits the individual transmission power. Since
each SU determines its transmission power within the range of
the limit to protect the PU, the additional process in previous
works 1is unnecessary in our scheme. Thus, the proposed
scheme easily realize the fully autonomous distributed power
control algorithm. In this paper, the individual transmission
power constraint and the proposed scheme are numerically
derived, and the simulation results demonstrate that the pro-
posed scheme never exceed the interference temperature limit
(ITL) of the PU.

The rest of this paper is organized as follows. In section II,
the system model used in this paper is introduced. Section III
briefly reviews the distributed power control. In section IV, the
proposed schemes are provided. In section V, the simulation
environments are shown, and the results are analyzed. Finally,
the conclusions are summarized in section VI.

II. SYSTEM MODEL
A. Network Architecture

As shown in Fig.1, we consider a CR network with one
PU (TV) and N SUs. In such a network topology, it is
assumed that the spectrum is divided into non-overlapping
orthogonal channels, and the TV and SUs are sharing one
channel. Each user consists of a transmitting-receiving pair,
and all SUs are located in a h x h square region. The distance
between the center of the region and the primary receiver (TV
receiver) is d. Each SU has a transmission range of 7. The TV
station communicates with a transmission power Pry-, and its
effective transmission range is R. The TV receiver is located
at the border of the TV coverage area which is the closest to
the SUs.

We assume a path loss model that the transmission power
only attenuates with distance. The path loss exponents of the
TV and the SU are a;; and «y respectively. Since the primary
transmitter is a tall TV antenna while the SUs are located on
the ground, the SU’s transmission power attenuates faster with
distance than the PU does. Thus, the path loss exponent of the
SU is larger than that of the PU.

In such a CR network, the objective is to control the
transmission powers of the secondary transmitters sharing the
channel with the TV while guaranteeing the QoS requirements
for both the PU and the SU simultaneously.

B. Two QoS Requirements

1) Interference Temperature for PU: Since the PU is the
licensee of the channel, it should be able to communicate
whenever it wants. Therefore, the total amount of interference

e : secondary transmitter

o : secondary receiver

A : primary transmitter (TV station)
L9 : primary receiver (TV)

Fig. 1. Cognitive radio network architecture

at the primary receiver caused by all SUs’ opportunistic
communications should be less than the ITL of the PU. The
ITL is the threshold value of the interference temperature
which the PU can tolerate.

Let Gry,; be the link gain from the secondary transmitter
1 to the TV receiver, and let P; be the transmission power of
the secondary transmitter i. Then, the QoS requirement of the
primary receiver is expressed as

N
Ery = GrvPi < &y (1

i=1

where ¢4 is the predefined ITL of the PU.

2) Received SINR of SU: For reliable communication, the
received SINR of the SU should exceed the minimum required
value.

Let G;; be the link gain from the secondary transmitter
J to the secondary receiver ¢ and let G 7y be the link gain
from the TV transmitter to the secondary receiver i. Let Pry
be the transmission power of the TV transmitter, and let N
be the receiver noise power. Then the QoS requirement of the
secondary receiver ¢ is expressed as

G, .P
Tsu, = — >80 @
>, G, ;P +GirvPrv+ No
J=Lj#i
thr

where vg;7 is the predefined threshold. Eq.(2) must be satisfied
for all SUs.

III. RELATED WORKS

The inherent purpose of the power control is to keep the
transmission power of the users in the network at the minimum
level required to achieve the SINR for reliable communication.
Thus, the efficiency of energy consumption can be maximized
by minimizing the transmission power.
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From the Qos requirement for the SU, Eq.(2) can be
rewritten as
N
G, G; N,
PzAfr |l N ZEP+ P+ )
Laoq i g G. .
G=1,j#i bt 0,1 0,7

which indicates the minimum transmission power of the SU i
required for reliable communication. To represent Eq.(3) using
matrix notation, we define N x [N matrix H such that

v Gi o
ythr ol for i#j
hij = ) 4)
0, for i=j
and N x 1 vector U such that
GirvP N,
thr T, TVLTV thr +Y0
P = —_— —_— 5
u SUT G +vsu G @)

Then, the linear inequality given in Eq.(3) can be rewritten
as P > f: h;,; P; + u;. Consequently, the matrix notation of
the lineajr:iilequality is represented as

I-H)P>U ©)

where I is N x N identity matrix, and P is the transmission
power vector P = (P, Ps, ... PN)T.

If the maximum eigenvalue of matrix H is less than one,
there exists a non-negative power vector P which satisfies
Eq.(6). Therefore, the required SINR v%'7 is achievable. In
that case, the Pareto optimal power vector is

P =(I-H)'U. (7)

In practical implementation, however, the maximum transmis-
sion power is limited as

0< P, <P2> forall ic{1,2,---,N}. (8)

If the resulting transmission powers of Eq.(7) are within the
range of Eq.(8), the transmission power allocation is feasible.
To solve Eq.(7) distributively, a general iterative method was
introduced in [9]. For the secondary transmitter ¢, the iterative
power control method is

i,

thr N
P; (t + 1) = ’ési ( Z Gi7ij (t) + GLT\/PTV + N())

j=1#i

thr

_ 7 .
= 7P,

)
where gy, (t) and P (t) are the received SINR and the
transmission power of the SU i at the tth iteration, respectively.

Because of the maximum transmission power limit, the
iteration method is modified into power-limited form such as
VS0
Ysu, (t)

Pi(t+1):min{ Pi(t), gﬂgX}, t=0,1,--.
(10)
This algorithm is DCPC [10]. The received SINR converges
thr distributively except for cases where the maximum

o vgy
transmission power Pg;* is reached.

The drawback of DCPC is that the transmission power of
the user reaches the maximum transmission power even if the
user cannot achieve the minimum required SINR. Therefore,
the user cannot communicate reliably even if it consumes the
maximum transmission power. This causes the waste of energy
and affects other users as an intense interference.

To complement the drawback of DCPC, GDCPC was in-
troduced in [11]. When the user cannot achieve the required
SINR, it reduces the power to arbitrary level within its
transmission power range instead of necessarily using the
maximum transmission power. This idea can save the energy
consumption and decrease the interference to other users.
Because the other users in the network take less interference,
they can use higher transmission powers. As a result, the
network can support more users than DCPC.

With above motivations, GDCPC can be represented as

,Yt,hr . ’yth,r max
%Pz‘ (t) , if “/s[i.U(t)Pi (t) < PSU
P(t+1)= )
P, if %f’(t)ﬂ (t) > Pg‘(j‘x

1D
where the power value P is chosen arbitrarily within the
range of 0 < P < Pg7*. The lower P we choose, the less
interference the user generates affecting the other users. If we
set P = Pg7*, GDCPC becomes equal to DCPC.

IV. AUTONOMOUS DISTRIBUTED POWER CONTROL FOR
COGNITIVE RADIO NETWORKS

Since DCPC and GDCPC do not consider the QoS require-
ment for the PU given by Eq.(1), the resulting transmission
power of them may exceed the ITL of the primary receiver. To
apply them to CR networks, therefore, an additional constraint
should be considered. In [7], [8], an additional process for
guaranteeing the constraint is executed in addition to the
conventional power control algorithm. Thus, the power control
cannot be executed at a time owing to the additional process.

In this section, two autonomous distributed power control
schemes with no additional process for CR networks are
proposed. Each SU executes DCPC or GDCPC considering the
QoS requirement for the PU simultaneously. Since each SU
controls its transmission power using only local information,
it cannot know the other SUs’ transmission power in the
network. Thus, it is unattainable that each user knows the
interference temperature at the primary receiver caused by all
SUs including itself. In the proposed scheme, however, by
translating the interference constraint by the sum of all SUs’
transmission power to the individual constraint for each SU,
the QoS requirement for the PU can be easily guaranteed.

The QoS requirement for the PU in Eq.(1) is guaranteed if
the following condition

GrviPi < &2 forall i€{1,2,--- N} (12)

is satisfied. This means that the total interference constraint
at the PU caused by all SUs is divided equally among SUs.
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From Eq.(12), therefore, the transmission power constraint of
the SU ¢ to guarantee the PU can be represented as

thr
P < 2TV _

. 13
e (13)

As seen in Eq.(13), however, each user should know the
number of SUs in the network, the ITL of the PU, and the
link gain from itself to the TV receiver. Furthermore, it is as-
sumed that the network is stationary during the power control
operation. Each SU can know the number of SUs by using
ad-hoc routing protocol [12]. In the ad-hoc routing, the link
information about all users belonging to the network is shared.
To guarantee the priority of the PU, beaconing concepts were
introduced in [13]. The primary receiver transmits the beacon
including the information about the beacon power and the ITL
of itself. Thus the SUs can know the link gain from itself to
the TV receiver and the ITL of the TV receiver.

Since the transmission power of each SU is constrained so
that the total interference caused by all SUs does not exceed
the interference tolerance of PU, the QoS requirement for the
PU is always guaranteed.

A. Autonomous DCPC

Since another maximum transmission power constraint is
enforced to each user, the maximum transmission power of
the SU i is written as

thr
P = min {P;“;X, 7GTTV YN} : (14)

Consequently, the transmission power updating rule of the SU
1 at the tth iteration is written as

5y thr
P (t+1) =min< —=2—P; (t), min$ P57, ——— .
(t+1) {m h0) { B et N}}

B. Autonomous GDCPC

In the proposed GDCPC, like the proposed DCPC, another
maximum transmission power constraint is enforced to each
user to guarantee the QoS requirement for the PU. Thus, the
maximum transmission power of the SU ¢ is same as that of
autonomous DCPC, and the updating rule of the SU i at the
tth iteration is written as

L}” ! i ’Ythy‘ X max
TGP, i S P () < P

e )
Pi) lf ')/SiUPL (t) > Pén[;;x

’YSUi (t)

(16)
where the arbitrary chosen power value is

B = min {ﬁ,Pgﬁi"}
(17)

thr
§ry

— min { P, min { PE*, 2505 1Y
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Fig. 2. Comparison of the interference temperature at the TV receiver

V. SIMULATIONS

In this section, some simulation results are provided to
demonstrate the performance of the proposed schemes. We
consider a CR network model shown in Fig.1.

There are N = 50 transmitting-receiving pairs of SUs in a
2000m x2000m square region. The transmission range of the
SU is r = 500m. The secondary transmitters are uniformly
distributed in the square area, and the secondary receivers
are located within the transmission range of the correspond-
ing transmitter with a uniform distribution. The maximum
transmission power of the SU is Pg#* = 100mW, and the
transmission power of the TV station is Pry = 100kW, and
its effective transmission range is R = 70km. The receiver
noise power is Ny = 10~"'mW. The QoS requirements for
both the PU and the SU are ¢417 = —100dBm and 4% = 3dB
respectively. The path loss exponents of the TV and the SU
are 3 and 4 respectively. The initial transmission power of
each SU is randomly chosen within the range of Eq.(8) with
a uniform distribution. We chose the arbitrary power value
P = 0mW which is called GDCPC(I) [11].

In such a network, we varied d, which is the distance
between the TV receiver and the center of the square region,
from 1000m to 4000m. It affects the interference temperature
at the TV receiver. The longer d is, the less the PU is interfered
from the SU.

The interference temperature at the TV receiver caused
by all opportunistic communications is shown in Fig.2. It
demonstrates that the proposed schemes never exceed the ITL
of the TV receiver. Since DCPC and GDCPC do not consider
the PU, the interference temperatures exceed the ITL of the
TV when the distance d is short. Since GDCPC consumes less
power than DCPC, the interference temperature for GDCPC
is generally less than that for DCPC.

Fig.3 shows the number of SUs which can communicate
reliably. In other words, the number of SUs whose received
SINR is greater than or equal to the QoS requirement fytShUT is
shown. Since DCPC and GDCPC do not consider the PU, the
number of SUs is is not influenced by the distance d. Thus, the
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Fig. 3. Comparison of the number of the supported users

number of activated SUs for them is settled irrespective of the
distance d. In the proposed schemes, there may be exist SUs
whose transmission power constraint to protect the TV service
is lower than the required level for reliable communication.
Since the TV service should be protected first, the SUs
cannot be activated in the network. Since GDCPC decreases
the interference to other users, more SUs can communicate
reliably than the case of DCPC.

If the distance d is sufficiently long, the opportunistic
communications scarcely affect to the TV receiver. As shown
in Fig.2 and Fig.3, the results of the proposed schemes become
equal to that of the conventional schemes, and the proposed
schemes become unnecessary.

If the distance d becomes sufficiently long, the link gain
Grv,; becomes very small and the transmission power con-

thr
straint 057”7‘/]\, in Eq.(13) becomes very large. In Eq.(14), if

K TV,i
the inequality
Pl’l’la.X <
sU

= 18
= GrvaN (18)

is satisfied for all ¢ € {1,2,--- , N}, the proposed schemes be-
come equal to the conventional schemes. Since the secondary
transmitter nearest to the TV receiver is the worst interferer
with the TV receiver, if the secondary transmitter satisfies
Eq.(18), all secondary transmitters in the network satisfy that.
Thus, if the distance d satisfies the inequality

1

PEFN\™  h

d> (t,) +35, (19)
TV

the proposed schemes are always equal to the conventional

schemes. In our network model, such a distance d is about

3660m.

VI. CONCLUSIONS

In this paper, we considered the distributed power control
problem in the CR network which shares the PU channel.
We proposed fully autonomous distributed power control al-
gorithms for CR networks that guarantee the QoS requirements

for both the PU and SU simultaneously. By adding one more
transmission power constraint to the conventional distributed
power control algorithms, the proposed schemes ensure the
priority of the PU. Specifically, in the previous works, the
transmission power of each SU is constrained by the sum
of the interference induced by all SUs in the network. Since
the amount of total interference cannot be identified by local
information of the SU, an additional process is needed to let
the SUs recognize the interference temperature at the primary
receiver. This additional process is an obstacle to the fully
autonomous distributed power control. By translating the con-
straint for the whole network into the individual one, however,
the proposed schemes easily realize the fully autonomous
distributed power control. The transmission power constraint
of each SU to protect the PU is numerically derived. Through
the simulation results, we demonstrated that the proposed
schemes absolutely protect the PU.

In the future works, the issues related to the convergence
of the proposed scheme will be addressed owing to the
importance of the convergence rate of the proposed scheme
using iterative method.
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