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Abstract—This paper focuses on a lot-order assignment
problem, called the pegging problem, in a semiconductor wafer
fabrication facility. Pegging is a process of assigning wafer lots to
orders for wafers. We consider two types of pegging strategies:
hard pegging strategy, under which the lot-order assignment is not
changed once lots are assigned to orders; and soft pegging strategy,
under which the lot-order assignment can be changed during the
production period. For the soft pegging strategy, we develop three
operational policies and three algorithms for the pegging problem
of assigning lots to orders with the objective of minimizing total
tardiness of the orders. To evaluate performance of the suggested
policies and algorithms, we perform simulation experiments using
real factory data as well as randomly generated data sets. Results
of the simulation tests show that the repegging policies and the
algorithms operated under the soft pegging strategy give better
results than the hard pegging strategy.

Index Terms—Lot-order assignment, scheduling, semiconductor
wafer fab.

I. INTRODUCTION

I N THIS PAPER, we consider lot-order assignment prob-
lems in a semiconductor wafer fabrication facility. To

survive in competitive business environments, semiconductor
manufacturing companies must meet customers’ demands in
terms of quality, quantity, and due dates. These days, even
small companies can design their own semiconductor chips
without a wafer fabrication facility (wafer fab) and want (and
place orders to) a semiconductor manufacturer to produce their
products according to their designs. If product deliveries are
frequently late, the manufacturer may have to pay a significant
amount of penalty charges or may lose the customers. However,
it is very difficult to optimize the material flow in the fab due
to the complexity of the manufacturing process. Therefore,
the manufacturer needs to develop an effective and efficient
scheduling and control policy in order to meet due dates of
orders.
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Semiconductor products are manufactured through the
process of wafer fabrication, probe or electrical die sorting
(EDS), assembly, and final test. Among the four, wafer fab-
rication is the most complex and time-consuming process. It
involves a complex sequence of processing steps with a large
number of operations. In this paper, we consider a production
scheduling and control problem in a wafer fab in which wafers
for orders with different due dates are produced. The due date
of an order for wafers in the wafer fab is set by considering
the due date of the order for final products associated with
the wafers, i.e., semiconductor chips, and production lead
time required for EDS, assembly and final test. If an order is
completed later than the due date in the fab, it is not easy to
meet the due date of the final products. Therefore, meeting due
dates in the fab is also very important.

An order for wafers is specified by the due date, product
(wafer) type, and the number of wafers to be produced. Usually,
in semiconductor wafer fabs, wafers are processed in a lot of 25
wafers (or less). Here, a wafer lot is the basic processing and
transfer unit, that is, it denotes a set of wafers that are processed
and moved together. One or more wafer lots need to be pro-
cessed for an order, and hence it is assumed in this study that an
order is composed of one or more wafer lots. Since wafer types
of different orders may be the same in many cases, a lot can
be assigned to multiple orders. However, for an efficient order
management or managerial convenience, a wafer lot is usually
assigned to one order in the fabs. Note that if a lot is assigned
to one order, one can monitor and control progresses of orders
relatively easily by checking the progresses of the lots. Such as-
signment of lots to orders is called pegging. This paper focuses
on a pegging problem in a semiconductor wafer fabrication fa-
cility. In the fab considered in this study, a wafer lot is usually
composed of 25 wafers, but there may be lots that are composed
of less than 25 wafers, since sizes of orders, i.e., the numbers of
wafers to be produced for orders, are not necessarily multiples
of 25.

To complete or satisfy an order of a customer, who is an out-
side customer or the EDS line, all lots for the order should be
completed (in the fab) and delivered to the customer. Therefore,
pegging is as important as operations scheduling for meeting
due dates of orders (and other managerial objectives). Also,
lot-order assignments may have to be changed when unexpected
events happen. For example, if an urgent order arrives or if ma-
chines fail and some lots cannot be processed, lot-order reas-
signment, to be called repegging in this study, may help to re-
duce tardiness of related orders.
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There are two pegging strategies: hard pegging strategy and
soft pegging strategy. Under the hard pegging strategy, once an
assignment of lots to orders is made, the assignment is fixed
and never changed. On the other hand, under the soft pegging
strategy, the assignment of lots to orders can be changed if such a
change results in better performance. The hard pegging strategy
is adopted in most production systems currently, whereas the
soft pegging strategy is adopted in only a few systems. In small
and simple manufacturing systems, soft pegging may be exe-
cuted manually by the manager of the system or supervisor of
the manufacturing line. However, the soft pegging strategy has
not been implemented in many complex systems such as semi-
conductor wafer fabs. In this paper, we suggest pegging policies
that can be operated under the soft pegging strategy and develop
algorithms that can be used for the policies.

There have been a number of research articles on produc-
tion scheduling and control problems in semiconductor man-
ufacturing systems, such as problems of lot release control, lot
scheduling in serial processing workstations, and batch sched-
uling in batch processing workstations. Several lot release rules
are developed and used for release of wafer lots into the fab
in many studies including those of Wein [1], Glassey and Re-
sende [2], and Kim et al. [3]. In these rules, information on the
workload at a bottleneck workstation is used for the lot release.
In most previous studies on lot scheduling problems in wafer
fabs, dispatching rules have been used for sequencing. Also, re-
searchers focus on lot scheduling problems on bottleneck work-
stations of the fabs, such as the photolithography workstation,
in most studies (Graves et al. [4], Lou and Kager [5], Lee et
al. [6], Min and Yih [7], Yoon and Lee [8], and Lin et al. [9]).
Batch scheduling problems have been dealt with in a few studies
as well. For example, Glassey and Weng [10] give a method for
scheduling jobs of a single job family on a single batch pro-
cessing machine, and Fowler et al. [11], Robinson et al. [12]
and Fowler et al. [13] deal with multiproduct and multiserver
cases.

Most of previous research on production scheduling in semi-
conductor manufacturing systems have focused on objectives
related to throughput, cycle time or equipment utilization, but
due-date related performance measures have not been consid-
ered very often although meeting due dates of customers’ or-
ders is very important in the current competitive market envi-
ronments. To deal with due-date related performance measures,
researchers have developed several scheduling methods. For in-
stance, Kim et al. [14], [15] suggest dispatching rule-based algo-
rithms for lot release control and lot scheduling, and Kim et al.
[16] develop a real-time scheduling method in a wafer fab, for
the objective of minimizing tardiness of orders for wafers. Also,
Jain et al. [17] develop a generalized stochastic Petri net model
for wafer fabrication and develop a simulated annealing-based
scheduling strategy, and Mason et al. [18] propose strategies for
rescheduling jobs in complex job shops such as wafer fabs, for
objectives related with due dates.

Although there are many practical applications of the soft
pegging strategy, application to semiconductor manufacturing
systems is very rare. Also, there are not many research articles
on pegging problems, and these problems are considered more
often for assembly lines or manufacturing shops that produce

final products. Steiner and Yeomans [19] consider a pegging
problem in a just-in-time assembly system and propose an in-
teger programming approach. For semiconductor assembly and
test facilities, Knutson et al. [20] and Fowler et al. [21] formu-
late pegging problems of lot-order matching as integer programs
and suggest heuristic algorithms after transforming the prob-
lems into bin packing problems. Carlyle et al. [22] extend the
research and suggest refined algorithms for the pegging prob-
lems dealt with in Knutson et al. [20] and Fowler et al. [21].
Without giving a detailed procedure for lot-to-order (re)assign-
ment, Wu [23] presents a systematic pegging method for wafer
fabs, in which assignments for lots of certain orders are fixed
while assignments for lots of other orders may be changed. Re-
cently, Bang et al. [24] propose soft pegging algorithms that can
be used for reassignments of lots to orders in wafer fabs.

In this paper, we suggest pegging policies that can be used
under the soft pegging strategy and develop pegging algorithms
for the policies for the objective of minimizing total tardiness
of orders. Here, the tardiness of an order, order , is defined
as , where and are the completion time
and due date of order , respectively. The completion time of an
order is the time when all wafers for the order have been com-
pleted in the fab. This paper is organized as follows. In the next
section, we present several pegging policies for the soft pegging
strategy in a semiconductor wafer fab. In Section III, we sug-
gest algorithms for lot-order (re-)assignment for the objective of
minimizing tardiness of orders. The performance or effect of the
pegging policies and the pegging algorithms is investigated by
a simulation study in Section IV. Section V concludes the paper
with a short summary and suggestions for further research.

II. PEGGING POLICIES

For the hard pegging strategy, one only needs to decide how
to assign wafer lots to orders, since assignments are fixed until
lots are completed in the fab, that is, lots are not reassigned to
other orders in the fab once the assignments are done. For the
soft pegging strategy, however, it is necessary to determine the
operational policy. For example, one needs to determine when
and how lot-order assignments are to be changed in addition
to how the initial lot-order assignment is to be made. Such an
operational policy, called the pegging policy here, for the soft
pegging strategy should be determined carefully since tardiness
of orders as well as ease of implementation in the fab may be
affected by the policy. Although there may be various decisions
to be made for the pegging policy, we focus on when lots are
to be reassigned to orders and which lots and orders are to be
included for reassignments.

In general, the system performance can be improved if repeg-
ging is performed more frequently and/or if more orders and
more lots are considered for repegging. However, it may not be
desirable to perform repegging too often or to take all orders and
lots into consideration, since it takes time to collect and retrieve
information on the states of the fab as well as wafer lots and
orders, such as the location of each wafer lot in the fab. Note
that there are thousands of wafer lots and hundreds of orders at
any point of time in a typical wafer fab. In addition, we need to
consider the stability of production schedules at the downstream
process, i.e., the EDS line. Frequent repegging, which changes
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the release times of wafers into the EDS line, makes it difficult
for the EDS line to prepare for production operations since setup
operations are performed according to the expected arrival time
of wafer lots, i.e., the expected completion time at the wafer fab.

When repegging is performed under the soft pegging strategy,
all the current lot-order assignments are ignored and lots are
reassigned to orders that are best for the lots according to the
current information of the lots, orders and the fab. In this study,
three policies are proposed under the soft pegging strategy.
These policies can be implemented in the real fab without much
difficulty. The differences between these policies are the points
in time when repegging is performed and the sets of orders and
lots that are considered for repegging.

Periodic Repegging Policy (PRP): In this policy, repegging is
performed periodically. Orders and lots of all product families
are considered for repegging whenever repegging is performed.
It is assumed that the interval of repegging is 8 h, but we test 24
h and 48 h as the interval as well in this study. It is assumed that
repegging is performed just before every shift begins, when the
interval is 8 h.

Event-Based Repegging Policy 1 (EBRP 1): In this policy,
repegging is performed only when urgent orders arrive. As a
result of repegging, lots with more progresses, i.e., those that are
in the later stages of processing, are reassigned to more urgent
orders, and we have more chance to meet the due date with such
repegging. In this policy, all lots and all orders are considered
for repegging whenever repegging is performed.

Event-Based Repegging Policy 2 (EBRP 2): This policy is
identical to the above policy except for the sets of orders and
lots considered for repegging. In this policy, repegging is per-
formed only for the product families associated with the urgent
order(s) and/or orders affected by unusual events such as ma-
chine breakdowns.

III. PEGGING ALGORITHMS

In this section, we present pegging algorithms for the
lot-order reassignment problems that are to be solved when
repegging is performed. Note that scheduling problems are
imbedded in a lot-order reassignment problem, since schedules
of lots are needed for evaluation (and actual implementation) of
alternatives for lot-order assignments. Since optimal solutions
for the lot-order reassignment problems cannot be obtained
within a reasonable amount of computation time, we develop
heuristic algorithms for the problems. Note that the scheduling
problem embedded in the lot-order assignment problem is a
hybrid job shop scheduling problem with reentrant flows, and
that the job shop scheduling problem, a special case of the
hybrid job shop problem, is shown to be NP-complete [25]. (In
hybrid job shops, there may be multiple parallel machines in
each processing stage.)

It is assumed in this study that the list scheduling method is
used for scheduling in the fab as it is used practically in many
fabs. In the list scheduling method, when a machine becomes
available for processing a lot, a lot with the highest priority is
selected among those that are available at the time and sched-
uled on the machine. Note that this method can be used for
dynamic scheduling as well as static scheduling. One can re-
duce total tardiness by using good scheduling rules. When an

Fig. 1. Illustration of branch points.

unforeseen event occurs such as arrival of an urgent order and
machine breakdowns, schedules already made and being imple-
mented may have to be changed. However, it may be better to
reassign lots to orders (and obtain a new schedule) than only
to reschedule the lots. In other words, one may get a better
result by rescheduling the lots after repegging rather than just
rescheduling the lots.

Basically, repegging can be performed for wafer lots and or-
ders of the same product type. However, even though wafer lots
are not of the same type, assignment of those lots to orders can
be changed if the product types of associated lots are of the
same product family and processing of those lots have not pro-
gressed beyond a certain point, called the branch point. Here,
the branch point denotes the point in the processing steps from
which operations of two or more product types (of the product
family) become different. Note that the processing steps for
wafers of different product types are identical up to the branch
point. Therefore, lots of different product types of the same
family are exchangeable up to the branch point. Branch points
are illustrated in Fig. 1, in which operations for wafer products
are denoted as nodes. In the figure, there are two branch points,
one for product types A and B, and one that divides the pro-
cessing steps of type C and those of types A and B.

Under the soft pegging strategy, assignments of lots to orders
may be changed. Therefore, to reduce the total tardiness of or-
ders, we can reassign lots that have been processed more to more
urgent orders with less slack time (and lots that have been pro-
cessed less to less urgent orders with more slack time). However,
because of restrictions (due to the manufacturing processes) on
the reassignment of lots to orders, repegging can be performed
for lots and orders of the same product family only. This means
repegging for one family is independent of that for other fami-
lies. Therefore, we develop algorithms that can be used to repeg
lots and orders of a product family. These algorithms can be ap-
plied to each product family when repegging is performed.

In the suggested algorithms, when repegging is performed,
the current lot-order assignments are ignored, and lots are reas-
signed to orders based on the urgency of the orders. The basic
idea is to assign the most progressed lots, i.e., lots with the
most progress, to the most urgent order at the moment. With
this method, we may be able to satisfy due dates of the or-
ders more effectively. In the algorithms, the urgency of an order
is determined with a priority rule under the assumption that
the most progressed lots among those that can be assigned to
the order at the moment are assigned to the order. Because re-
assignments can be done among lots (of orders for the same
product family) with the same manufacturing process, it should
be checked whether processing for the lots has been progressed
beyond the branch point.
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In this study, the pegging algorithms are specified by the rules
for determining urgencies of the orders. We devise three algo-
rithms, i.e., three different priority rules for determining the ur-
gencies. These rules are based on slack times of the orders. Since
slack time of an order cannot be calculated exactly because of
the complexity of the manufacturing process for wafers and the
material flow in the fab, it is estimated with a certain method.
The priority rules are presented in the following. First, we give
notation used in the description of the rules. Note that denotes
the index of the order for which the priority is computed cur-
rently and denotes the index of a lot that is considered for
being assigned to order .

Set of indices of lots that can be assigned to order ,
i.e., those that are progressed more than others but not
beyond the branch point.

Due date of order .

Sum of processing times of lots to be assigned to order
.

Number of lots that are to be assigned to order .

Difference in remaining work of the first lot, the
most progressed lot, and that of the last lot, the least
progressed lot, among the lots that are to be assigned
to order .

Current time when a repegging decision is made.

Remaining work of lot , i.e., the sum of processing
times of remaining operations that should be
performed for lot .

Estimated waiting time of lot at the bottleneck
workstation (photolithography workstation in the fab
considered in this study) that will be incurred when
the lot visits the bottleneck workstation.

Parameters used in a priority rule.

Now, we present priority functions of the three priority
rules, named estimated slack (ES), modified slack over esti-
mated completion time for pegging (MSEC-P), and modified
estimated slack over remaining work 2 (MES/RW2), which
are modified from scheduling rules named slack, MSEC-S,
and ES/RW2 of Kim et al. [15], respectively. Although there
are various scheduling rules that can be modified for pegging
algorithms, these three scheduling rules are used as base rules
to be modified in this study. Note that these rules worked well
for the minimization of tardiness of orders in the study of

Kim et al., possibly because urgencies of orders can be more
exactly estimated by these rules as discussed in Kim et al. We
modify these three rules in this study since good estimation of
urgencies of orders may result in good performance of pegging
algorithms. In the three modified rules, an order with the
smallest value of the priority function has the highest priority,
or considered most urgent (see bottom of page).

As mentioned above, slack time of an order is set to the slack
time of a lot with the least progress among lots that are to be
assigned to the order. Also, the estimated waiting time of lot

, represents the sum of estimated waiting times that will be
incurred when the lot visits a bottleneck workstation, the pho-
tolithography workstation in the fab considered in this study,
and it is computed as the product of the average work-in-process
inventory (WIP) level of the bottleneck workstation, the average
processing time of the lot at the workstation, and the number of
times the lot still has to visit the workstation until it is completed
in the fab.

In ES, only remaining work and waiting time in the bot-
tleneck stations are considered. The remaining work is com-
puted as the sum of processing times of remaining operations
that are to be performed until the lot is completed. The second
and third methods are slightly modified from those suggested
by Kim et al. [15]. The priority function of MSEC-P denotes
the ratio of a modified slack time to an estimated completion
time, while that of MES/RW2 is a modified version of the ratio
of estimated slack to remaining work. In MES/RW2, the term

can be regarded as a penalty term, which
becomes smaller if lots with similar progresses are assigned to
the order. Note that if some lots assigned to an order are pro-
gressed much while others are progressed very little, the order
is given a large penalty value in the rule. In this rule, and
are parameters whose values should be determined after tests
on several candidate values. (In the simulation experiments per-
formed in this study, and were set to 15 and 0.0001, re-
spectively, after tests on candidate values.) Wafer lots that are
progressed most but not beyond the branch point are reassigned
to the order with the highest priority.

The overall procedure for the lot-order (re-)pegging algo-
rithms suggested in this study can be summarized as follows.
This procedure can be applied to lots and orders of product
family .

Procedure 1 (Pegging Algorithm for Family f):
Step 0. Let and be the sets of wafer lots and orders
of product family , respectively, that have not been com-
pleted yet.
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Step 1. For each order in , compute the priority function
values assuming lots which are progressed most among
those in but not beyond the branch point are assigned
to the order. Select an order with the highest priority, i.e.,
an order with the minimum priority function value. Let the
index of the selected order be .
Step 2. Let the set of lots that can be assigned to order

, i.e., those that are progressed more than others but not
beyond the branch point be . Reassign lots in to
order . Let and .
Step 3. If , stop. Otherwise, go to Step 1.

IV. SIMULATION EXPERIMENTS

The three repegging policies with the three lot-order (re-)as-
signment algorithms suggested in this study are evaluated
through simulation experiments. For the experiments, we
generated problem instances based on data of a real fab in
a semiconductor manufacturing company in Korea. The fol-
lowing summarize information of the real fab as well as wafers
and orders used in the simulation model.

1) Eight major processing workstations were included in the
model: chemical/mechanical polishing, chemical vapor
decomposition, diffusion, dry etching, implantation, pho-
tolithography, sputter, and wet chemical etching, each
with multiple parallel machines. There are 501 machines,
and 196 of them are batch processing machines.

2) There are 1098 different product types and these products
are aggregated into 90 different product families.

3) The size of (the number of wafers for) an order ranges from
25 to 300 wafers. Order sizes of approximately 70% of the
orders are integer multiples of 25, while those of the others
are not. Other than this, there are no specific order sizes
that appear more frequently than others, that is, the order
sizes may be considered to be uniformly distributed. All
lots except at most one lot for each order are composed of
25 wafers.

4) The processing time for a product (wafer) on a machine
ranges from 5 to 240 min.

5) The number of operations required for a product ranges
from 121 to 266.

6) Each product is composed of 10 to 15 layers of circuits,
and hence, each wafer lot should visit workstations up to
10 to 15 times.

In the simulation model, it is assumed that orders for approx-
imately 3000 wafers arrive in each day, as in the real fab. The
due date of order , is given as

where is the time when order arrives, is the sum of pro-
cessing times of all operations for the order and TN
is a random number generated from a truncated normal distribu-
tion with mean , variance , lower limit , and upper limit .
We consider three scenarios by varying the percentage of urgent
orders and due dates of urgent orders. We assume that there is
no urgent order in scenario 1, while the percentages of urgent
orders are 5% and 10% in scenarios 2 and 3, respectively. The
due date of an urgent order, , was set as in

both scenarios. Note that it was found from simulation results
that most of the urgent orders in scenarios 2 and 3 became tardy
under hard pegging policy, although lots of the urgent orders
were given higher (scheduling) priorities than the other lots. We
did not consider machine breakdowns or yield losses in the sim-
ulation model.

As a method for releasing lots into the fab, a priority rule
suggested in Kim et al. [15], named the order slack rule (OS),
was used for selection of a lot to be released, and the uniform
release rule (UNIF), as given in Glassey and Resende [2], was
used for determining the time the selected lot is to be released.
In the method, a lot with the highest priority is released into the
fab first. The priority of lot is computed as

where is the due date of lot is the sum of processing
times of all operations for lot is an estimated total waiting
time of lot at the bottleneck station, is the number of lots
required for the order associated with lot , and is a parameter
used in the release rule. In the simulation, was set to 10 (after
tests on several candidate values). Also, in UNIF, a selected lot
is released into the fab in a constant rate (up to 3000 wafers a
day) regardless of the current systems states. (Note that a rule
with the same basic concept as that of UNIF is used in the fab
considered in this study.)

In the simulation experiments, we used scheduling rules given
in Kim et al. [15], named ES/RW2, for lot scheduling at se-
rial processing workstations, and PUCH for scheduling at batch-
processing workstations, since they showed good performance
in terms of due-date related performance measures. In ES/RW2,
priorities of the lots are determined by estimated slack time per
remaining work, and the operation due date is given to each op-
eration considering its remaining work, not to each lot or order
that includes the operation. On the other hand, in PUCH, in-
formation on processing urgencies of lots and the number of
waiting lots in the queue is used for selecting a batch to be pro-
cessed first, grouping wafer lots into batches, and determining
processing sequences of these batches. See Kim et al. [15] for
more details of these rules.

The simulation model was coded with Factor/AIM, a simula-
tion software developed by Pritsker Corporation, with additional
user codes written in the C language. The simulation experi-
ments were performed on a personal computer with a Pentium 4
processor running at 2.8 GHz clock speed. The actual inventory
level (at the time this research was conducted) of each worksta-
tion of the fab considered in this study was used for initial states
of simulation runs. For each combination of the repegging poli-
cies and pegging algorithms, ten simulation runs of the length of
six months were made, and results of the last five months were
used for comparison.

For evaluation of the performance of repegging policies
and the repegging algorithms developed for the soft pegging
strategy, they were compared with the hard pegging strategy,
which had been adopted in the real fab considered in this
study. Results of the simulation experiments are given in
Table I, which shows the percentage reduction in total tardiness
obtained from the repegging policies/algorithms from that
obtained from the hard pegging strategy operated with ES/RW2
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TABLE I
PERFORMANCE OF PEGGING STRATEGIES AND PEGGING ALGORITHMS

and PUCH as scheduling rules. Note that repegging is not per-
formed in scenario 1 under the event-based repegging policies
because there are no urgent orders that trigger the repegging
process.

All the policies under the soft pegging strategy worked better
than the hard pegging strategy. By allowing flexible reassign-
ments of lots to orders, the soft pegging strategy provided envi-
ronment for better order management. There was no significant
difference between the performance of the periodic repegging
policy (PRP) and the event-based repegging policy 1 (EBRP1),
but they worked better than the event-based repegging policy 2
(EBRP2). This shows that it is better to include more lots and
orders for repegging. It was found that repegging was performed
1.3 and 2.6 times a day in scenarios 2 and 3, respectively, under
the event-based repegging policies (the frequency was 3 times a
day in the periodic repegging policy).

Among the repegging algorithms, MES/RW2 consis-
tently worked better than the other two algorithms. Note
that in MES/RW2, lots with similar progresses tend to be
assigned to the same order because of the penalty term,

. In addition, results of different scenarios
show that the advantage of using the soft pegging strategy
becomes more apparent as there are more urgent orders. In all
scenarios, repegging policies PRP and EBRP1 with pegging
algorithm MES/RW2 outperformed other policies and pegging
algorithms.

To see the effect of scheduling rules on the performance, we
performed another series of tests. In this series of tests, we com-
pare results of using the repegging policies with ES/RW2 and
PUCH and those with scheduling rules used in the real fab con-
sidered in this study. In the real fab, the earliest due date (EDD)
rule is used at serial workstations and the EDD rule and the
minimum batch size (MBS) rule are used at batch-processing
workstations. Under the EDD rule, lots with earlier due dates
have higher priorities. Under the MBS rule, lots are processed
on a batch-processing machine only if the number of lots avail-
able for being processed is no less than the minimum batch size
(MBS), which is prespecified for each product family and ma-
chine. If the number of available lots is less than MBS, pro-
cessing for the lots is deferred until the number of available lots
becomes equal to MBS. The MBS was set to 3 (after tests on
a few candidate values) in the tests. For all repegging policies,
MES/RW2 was used as the pegging algorithm. Results of the
tests are given in Table II.

TABLE II
PERFORMANCE OF SCHEDULING RULES

TABLE III
PERFORMANCE DIFFERENCE ACCORDING TO REPEGGING DURATION

As shown in the table, the scheduling rules that were shown
to work better than other research, i.e., ES/RW2 and PUCH,
gave significantly better results than the scheduling rules that
are currently used in the wafer fab under consideration, EDD
and EDD+MBS, for each pegging policy. This result shows that
scheduling methods are also very important since lots (assigned
to the orders) must be processed with the scheduling methods
until the next repegging decision is made. In this table as well,
we can see PRP and EBRP1 consistently worked better than
EBRP2 and the hard pegging strategy.

Finally, to see the effect of intervals between repegging on the
performance of the periodic repegging policy, we performed an-
other series of experiments, in which ES/RW2 and PUCH were
used for scheduling and MES/RW2 was used for repegging. In
this test, we compare three cases, in which 8 h, 24 h, and 48 h are
used as the intervals. Table III shows results of this test. As ex-
pected, better results were obtained from more frequent repeg-
ging. This tells that we need to reassign lots to orders according
to changed states of the lots, orders and the fab more frequently,
if the shop floor management technology of the system allows
such frequent repegging. However, the rate of improvement di-
minishes as the interval decreases. Note that there was a greater
change in the performance when the repegging interval was de-
creased from 48 to 24 h (to a half) than when it was decreased
from 24 to 8 h (to a third).

As can be seen from the results given above, the soft pegging
strategy with the suggested pegging policies outperforms the
hard pegging strategy. Especially, the periodic repegging policy
with frequent repegging works very well regardless of repeg-
ging algorithms (used for lot-order reassignments) and sched-
uling rules (used for scheduling wafer lots in the fab). Also,
ES/RW2 and PUCH work very well in terms of total tardiness in
this system for all pegging policies used for the system. We can
argue that by using good pegging policies and good scheduling
rules we can significantly improve scheduling performance of
the wafer fab.

V. CONCLUDING REMARKS

In this paper, we evaluated performance of the soft pegging
strategy, under which the assignment of lots to orders can be
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changed during the production period. We identified three peg-
ging policies for the soft pegging strategy, by which we can reas-
sign lots to orders considering progresses and due dates of wafer
lots and orders, and developed three (re-)pegging algorithms for
the policies. These policies and algorithms were tested for order
management in a semiconductor fabrication facility. Results of
simulation experiments showed the soft pegging strategy gave
better results than the hard pegging strategy in terms of tardiness
of the orders. From the experiments, it is also found that better
results can be obtained if lots are reassigned to orders more often
and if more lots and orders are considered for repegging.

The repegging policies suggested in this study can be easily
adopted in many other semiconductor wafer fabs since only the
management policy needs to be changed and a relatively simple
software is needed to implement the policy. The soft pegging
strategy operated with repegging policies and algorithms may
be considered as an effective and viable tool for handling distur-
bances of the system, such as machine breakdowns and arrival of
urgent orders, in addition to the strategy of rescheduling wafer
lots, which is commonly used in most wafer fabs. An extensive
study may be needed on the relationships between scheduling
methods and repegging methods, since the performance of the
system depends not only on the repegging methods but also on
the scheduling methods. Also, a further study may be needed on
triggering conditions for event-based repegging policies, such
as machine breakdowns and sudden drops in yield rates.
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