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#### Abstract

We present a powerful method for the conversion of molecular structures from atomic connectivity to bond orders to three-dimensional (3D) geometries. There are a number of bond orders and 3D geometries corresponding to a given atomic connectivity. To uniquely determine an energetically more favorable one among them, we use general chemical rules without invoking any empirical parameter, which makes our method valid for any organic molecule. Specifically, we first assign a proper bond order to each atomic pair in the atomic connectivity so as to maximize their sum and the result is converted to a SMILES notation using graph theory. The corresponding 3D geometry is then obtained using force field or ab initio calculations. This method successfully reproduced the bond order matrices and 3D geometries of 10000 molecules randomly sampled from the PubChem database with high success rates of near $100 \%$ except a few exceptional cases. As an application, we demonstrate that it can be used to search for molecular isomers efficiently.
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## Introduction

Structural information about molecules is a key ingredient in chemical information and modeling. There are various ways to represent molecular structures. If we regard a molecule as the collection of atoms connected via chemical bonds, its structural information can be classified into the following three levels in the order of decreasing complexity: three-dimensional (3D) geometry, bond orders (BOs), and atomic connectivity (AC). Each level can be used for different purposes. For instance, the 3D geometry uniquely determines the Hamiltonian of a molecule and thus enables us, in principle, to know all the electronic information of the molecule with help from ab initio quantum chemistry. In molecular mechanics simulations, the BO information is necessary to select appropriate force field parameters. ${ }^{1}$ Chemical reactions can be understood as the successive formation and dissociation of chemical bonds between molecules. The AC information will be sufficient to describe such new bond formation and dissociation. ${ }^{2-5}$

Although 3D geometry implies full information about molecular structures, in some cases, it may cause unnecessary complexity in computational handling of molecular structures due to redundant information. Therefore, an optimal level of information should be chosen to simplify problems as well as to enhance computational efficiency, which naturally demands the development of a structure-conversion method from one level of information to another. Conversion from a higher level to a lower level is trivial, whereas there is in general no one-to-one mapping between levels for opposite cases. Thus, additional information is necessary to uniquely determine a molecular structure at a higher level converted from a lower level. However, it is apparently possible to make one-to-one mapping between most stable structures at
different levels. We here aim to develop a structureconversion method via one-to-one mapping between two structures without system-dependent additional information. To obtain the most stable structures at each level, we utilize universal chemical information such as valence rules.

First, we assign BOs to each atomic pair of a given AC. Typically, BOs are determined by hybridization analysis using bond lengths and angles ${ }^{6,7}$ or by comparison of atomic pairs with a known database. ${ }^{8,9}$ They can be also assigned using chemical or length rules. ${ }^{10}$ However, those methods demand knowledge of the 3D geometry of the molecules. Although the BOs can be assigned using valence rules without 3D coordinates, ${ }^{1,11}$ such rules have many exceptions and thus often demand careful post-processing. Wang et al. proposed a practical and reliable method to find BOs directly from AC information. ${ }^{1}$ They use a trial and error approach for all the possible valence states of atoms in a molecule and select an optimal state by comparing the penalty scores of each candidate; the penalty scores are measured from preassigned values as an input. However, an empirical parameter-free method for wide applications has yet to be made available.

Once the BO assignment is completed, a SMILES string ${ }^{12-14}$ can be generated using the BO information prior to building a final 3D structure. The SMILES string has been widely used because it is simple, flexible, and still informative: e.g., it even distinguishes $R / S$ and $E / Z$ isomers in a plain notation. Thus, it has been regarded as the best symbol method to encode a molecular connection table. ${ }^{15,16}$ Graph search algorithms can be used to write a SMILES string from the BO information. For example, rings in a molecule can readily be detected by a mathematical algorithms used for finding the smallest set of smallest rings (SSSR) from the chemical graph representation of the molecule. ${ }^{17-19}$ We found that the

Kruskal algorithm is particularly useful for the ring detection; this algorithm was originally used to find a minimum spanning tree (MST). ${ }^{20}$ A main chain and branches of molecules can be found using the depth first search (DFS) algorithm. ${ }^{21}$ The breadth first search (BFS) algorithm ${ }^{22}$ can be used to find stereogenic centers. Then, the SMILES string is readily converted to a 3D geometry using a program such as OpenBabel, ${ }^{23,24}$ and the resulting structure can be further cleaned up using an additional force field or ab initio calculations if necessary.

Herein, we present an efficient and universal method for obtaining 3D structures of organic molecules solely from AC information. In what follows, we explain the numerical methods used at each transformation step from the AC of a molecule to the BOs to the final 3D structure. Then, we assess the accuracy of our method by applying it to 10000 molecular structures randomly sampled from the PubChem database. ${ }^{25-27}$ Finally, we demonstrate its usefulness via a very efficient search for molecular isomers.

## Methods

Conversion from AC to BOs. For a given AC, one can assign several plausible sets of BOs (e.g., Figure 1(a)). Among these, we can select an energetically more favorable one or ones according to, e.g., chemical rules, as BOs are directly related to molecular stability. In this process, we use only information on the valence and possible formal charges of atoms with universal selection criteria: maximum BOs and charge conservation (Figure 2).
We first assign the valence of atoms $\left(N_{v}\right)$ as an input. Most atoms have unique valences, but some of them such as $\mathrm{N}, \mathrm{O}, \mathrm{P}$, and S can also have two or more values depending on the number of adjacent atoms. Table 1 shows the values of $N_{v}$ of the atoms considered in this work. Then, we need to know the degree of unsaturation (DU) of each atom in order to assign multiple bonds between unsaturated atoms (UAs). The DU of each atom is readily calculated from the AC of a molecule or its matrix version, namely, an adjacency matrix $(\mathbf{A})$ or its element $\left(A_{i j}\right)$, as follows:

$$
\begin{equation*}
u(i)=N_{v, i}-\sum_{j} A_{i j} \tag{1}
\end{equation*}
$$

where $i$ and $j$ denote atom indices and $u(i)$ and $N_{v, i}$ are the DU and valence, respectively, of atom $i$. Atoms with a positive DU are saved in a UA list. If $m$ atoms have two $N_{v}$ values, all the possible valence states ( $2^{m}$ sets) are considered and then these states are sorted in decreasing order of the sum of DUs to generate a set of BOs having more multiple bonds earlier. If all the adjacent atoms of a UA are saturated, the UA cannot form multiple bonds any more, and so it is removed from the UA list.

Before assigning multiple bonds to the UAs, BOs of the following exceptional case are predetermined: carbon monoxide has a triple bond. Subsequently, the BO assignment begins for the remaining atoms. We note that the resulting set of BOs


Figure 1. (a) Examples of BO assignment for a biphenyl molecule. (b) Step-by-step process of BO assignment. The filled and hollow circles indicate the current and next atoms to be paired, respectively. The integer values indicate the number of adjacent atoms for a given atom.
strongly depends on the starting point and direction of the assignment, but searching all the sets of BOs is practically inefficient. Therefore, the choices of an appropriate starting point and direction are crucial to finding an optimal set of BOs in the early stage of searching. Figure 1 shows an example of a biphenyl molecule. In Figure 1(a), as the left molecule has six double bonds, while the right one has five, the former is energetically preferred to the latter. Figure 1(b) illustrates the process of obtaining the left molecule. In a UA list, an atom with the least number of adjacent atoms is chosen as a starting point, because it has fewer choices with which to make an atomic pair. The filled circle in Figure 1(b) is randomly chosen among the 10 equally probable atoms that all have two adjacent atoms. Likewise, among the adjacent atoms of the starting atom, we choose one that has the lowest number of adjacent atoms. Then, we assign a multiple bond between the two atoms and, accordingly, their DUs and the UA list are updated. This procedure is repeated until no atom with a positive DU is left, which completes one BO matrix (B). We determine whether the resulting BO matrix satisfies the following conditions:

$$
\begin{equation*}
\sum_{a b}\left(B_{a b}-A_{a b}\right)=\sum_{a} u(a) \text { and } \sum_{a} q_{a}=Q_{\mathrm{mol}} \tag{2}
\end{equation*}
$$

where $a$ and $b$ represent the atoms in a molecule, $q_{a}$ denotes the formal charge of atom $a$, and $Q_{\mathrm{mol}}$ is the total molecular charge. The first and second conditions are performed to check whether the UAs are still left and whether the total charge is conserved, respectively. The formal charges of each atom are calculated using the rules shown in Table 2. If the two conditions are not satisfied, we need a new BO assignment starting from a different atom. Eventually a BO matrix that either satisfies the above conditions or has the maximum sum among all the resulting BO matrices is selected. Figure 2 shows the flow chart for this procedure.


Figure 2. Flow chart of BO assignment.

Table 1. Atomic valences.

| Elements | $N_{v}$ | Elements | $N_{v}$ |
| :--- | :--- | :--- | :--- |
| H | 1 | $\mathrm{~F}, \mathrm{Cl}, \mathrm{Br}$ | 1 |
| B | 3 | N | 3 or 4 |
| C | 4 | P | 3,4, or 5 |
| O | 1 or 2 | S | 2,4, or 6 |

If all the atoms in a given AC have single valences, the BO assignment is terminated with the BO matrix obtained through the above procedure. Otherwise, we restart the algorithm with a different set of atomic valences and repeat it until the above termination conditions (Eq. (2)) are satisfied. If all the valence states fail to satisfy the conditions, we choose the BO matrix whose sum is the largest, as described in Figure 2. We emphasize that as the BO assignment begins with a valence state that has the largest sum of DUs, once the conditions in Eq. (2) are satisfied, the BO matrix obtained at an earlier step automatically has the largest sum.
Conversion from BOs to SMILES. To generate a SMILES string from the selected BO matrix, we follow the Kekule convention, which does not need to distinguish aromatic bonds from other carbon-carbon double bonds $(\mathrm{C}=\mathrm{C})$. Kekule notation needs to be specified a main chain and branches of a molecule and also so-called ring closure atoms if the molecule includes a ring or rings. In the following, we first search for ring closure atoms of a molecule using the Kruskal algorithm from graph theory; then, we detect the main chain and its branches using the DFS algorithm.

We explain how to find ring closure atoms using a coronene molecule as an example. For the sake of convenience, all the terminal hydrogens are omitted. Then, we represent the molecular structure with a graph and detect its MST using the Kruskal algorithm. ${ }^{20}$ The bold line in Figure 3 shows an example of the MST for coronene. As the MST by definition connects all the atoms without making rings, the remaining bonds, which are not included in the MST (dashed lines in Figure 3), naturally specify ring closure atoms. To perform the Kruskal algorithm, we need to define the weights of each edge. We note that in Kekule notation, the BO between ring closure atom pairs should be single. Therefore, the weight of each edge is given as the inverse of its corresponding BO (e.g., 1.0 for singles, 0.5 for doubles, and 0.33 for triples) in order to cause the MST to include multiple bonds with higher priority.

To find a main chain and branches from the MST, we use the nonrecursive DFS algorithm. ${ }^{21}$ Figure 4 shows how the main chain and the root atoms of each branch are detected by analyzing the change in stack elements. The main chain starts from the first atom in the molecular graph, labeled as 1 , and the atom is pushed into the stack. As the status of DFS propagates along the graph, atoms in the stack and the parent stack are updated accordingly: the "parent" stack contains parent atoms of the atoms in the current "stack." At each status update, an old atom is popped out from the stack and/or a new atom is pushed into it. That the latter case occurs means that a chain propagation is being continued, so that all the

Table 2. Formal charges of atoms in various valence states.

| Valence states | Formal charge | Valence states | Formal charge |
| :--- | :---: | :--- | :--- |
| Hexavalent sulfur | 0 | Carbon with three single bonds | $1 /-1$ depending on the total charge |
| Pentavalent phosphorus | 0 | Boron | $3-$ (no. of bonds) |
| Carbon with two single bonds | 0 | The rest | (no. of valence electrons) $-8+$ (no. of bonds) |

atoms passed by in this way consist of the chain. In contrast, if no new atom is pushed into the stack, a new branch begins propagating. In Figure 4, branching is found to occur twice at statuses M6 and B9. The root atoms of the new branches are determined by the entries of the corresponding parent stack


Figure 3. Minimum spanning tree (bold line) of a coronene molecule obtained from the interatomic weights assigned by the inverse values of bond orders. The dotted lines indicate chemical bonds between ring closure atoms.


Figure 4. Process of searching for the main chain and branches of a molecular graph using the DFS algorithm. The entries of the stack and of the parent columns represent atoms and their parent atoms in the graph at each status of searching, respectively. M and B indicate the main chain and the branch, respectively. The underlined elements in the parent stack correspond to the root atoms of the branches.
as denoted by the underlined numbers in Figure 4. This procedure is repeated until all the atoms in the graph are scanned.

One of the useful features of SMILES is that it is able to consider stereochemistry. To incorporate this feature into our method, we need to detect the chiral or $E / Z$ centers of a given molecule from its BO information. Basically, chiral or $E / Z$ centers have four branches. Therefore, using a BO matrix, we first detect tetravalent atoms or $\mathrm{C}=\mathrm{C}$ bonds that do not belong to a ring; we then consider them as candidate chiral or $E / Z$ centers, respectively. To determine whether their four branches are different from each other, we decompose the molecule into four separate pieces, including each branch, and then compare them with each other. This decomposition can be done by removing the corresponding center-atom or $\mathrm{C}=\mathrm{C}$ bonds in the adjacency matrix of the target molecule.

If some of branches are connected with others, we separate them using the BFS algorithm. Figure 5(a) shows an example of such a process for the detection of a chiral center. After removing the center atom, the molecule is decomposed into three groups: $\mathrm{H}, \mathrm{Br}$, and the remainder. Two branches belonging to the third group are connected with one another. The BFS simultaneously begins propagating from both ends of the third group, as denoted by the arrows in Figure 5(a). Once the propagation reaches the same atom, that atom is removed, giving rise to two separate groups. In the case of $E / Z$ centers, we simply replace the chiral center by the $\mathrm{C}=\mathrm{C}$ bond as an $E / Z$ center (Figure 5(b)). Finally, we need to make a comparison among

(b)



Figure 5. Schematic drawing of the BFS algorithm for detecting (a) chiral and (b) $E / Z$ centers. The asterisks mean that a chiral or $E / Z$ center atom at the given position was deleted; the dotted lines denote chemical bonds between the center atom and its adjacent atoms. The arrows indicate the direction of BFS. The filled circles indicate an atom where a search along two directions meets.
the four decomposed groups. To this end, we compare the alternative Coulomb matrices $\mathbf{C}^{A}$ of each group ${ }^{5}$ :

$$
C_{i j}^{A}= \begin{cases}A_{i j} \cdot Z_{i} \cdot Z_{j} & \text { if } i \neq j  \tag{3}\\ Z_{i}^{2} & \text { otherwise }\end{cases}
$$

where $Z_{i}$ is the atomic number of atom $i$. However, this process is not sufficient to convincingly judge whether the groups are identical, because different numberings of atoms for the same molecule result in different adjacency matrices, as depicted in Figure 6. To distinguish such permutational isomers, we rather compare the eigenvalues of the coulomb matrices, as the permutational isomers share the same eigenvalues. ${ }^{5}$ We note that a previous study also reported a detection method for chiral centers in a molecular graph but with slightly different algorithms. ${ }^{28}$ That method directly compares each atom of the four branches while propagating atom-by-atom from a chiral center, which essentially gives results identical to ours.

Collected information on formal charges, ring closure atoms, main chain, branches, terminal hydrogens, and stereochemistry, as determined above, is finally used to write a SMILES string according to the known rules. ${ }^{12}$
Conversion from SMILES to 3D Geometry. The 3D geometry of a molecule is generated from the resulting SMILES string. Conventional molecular builders use numerical, rulebased, or data-based methods. ${ }^{29}$ We use the OpenBabel program, ${ }^{23}$ which adopts both numerical and rule-based methods. It first generates 3D atomic coordinates from SMILES and then optimizes those coordinates using a force field method. We found that for complex molecules it often produces distorted structures, even with steric clashes between bulky groups. Therefore, we optimize the geometry again using the universal force field (UFF) method, ${ }^{30}$ as implemented in the Gaussian 09 program suite, ${ }^{31}$ in which we apply the QEq charges ${ }^{32}$ with fixed connectivity and BOs. Figure 7(a) and (b) shows the geometries of fullerene obtained from OpenBabel and the UFF reoptimization, respectively. If necessary, further geometry optimization can be performed at any desirable level including $a b$ initio quantum chemistry.

Figure 8 shows the overall process of the structureconversion method explained above. To obtain possible BO matrices from the adjacency matrix of a given molecule, we use information only on atomic valences as input parameters.


Figure 6. Example of permutational isomers.

Then, the energetically most stable BO matrix is selected according to universal criteria which are to maximize the sum of BO matrix and to satisfy total charge conservation. Then, from the selected matrix, we find rings, a main chain, branches, and stereogenic centers using graph traversal algorithms such as Kruskal algorithm, DFS, and BFS, which is used to write the corresponding SMILES string. Subsequently, we convert the SMILES string to a 3D geometry using the OpenBabel program. Finally, this geometry will be further optimized using force field or quantum mechanical methods. This program was coded using Python $2.7^{33}$ with NumPy and SciPy math libraries, ${ }^{34}$ and Pybel. ${ }^{24}$

## Results and Discussion

Accuracy of the Structure Conversion Method. To assess the accuracy of the program we developed, molecular


Figure 7. 3D structures of fullerene generated (a) by the OpenBabel program and (b) by the geometry re-optimization using UFF.


Figure 8. Flow chart of the structure-conversion method.
structures with compound IDs from 1 to 100000 in the PubChem database ${ }^{27}$ were sampled in the structure-data file (SDF) format. ${ }^{35}$ We randomly chose 10000 molecules out of samples that have fewer than 100 atoms and that consist of only organic elements (H, B, C, N, O, F, P, S, Cl, and $\mathrm{Br})$. To test our program, we collected information on only the total charges and ACs of the molecules from the SDF files.

First, the accuracy of the BO assignment routine was examined. We made BO matrices from the ACs of the 10000 samples. The resulting matrices were then compared with those in the original SDF files. In this comparison, we used all possible sets of BOs for each AC, without the selection process of an optimal set of BOs, because BOs in PubChem may be obtained with different criteria from those used in our method. If any of the BO sets was identical to that in PubChem, we regarded it as success. To distinguish permutational isomers due to different numbering of atoms as illustrated in Figure 6, we define another alternative Coulomb matrix $\mathbf{C}^{B}$ that is constructed from a BO matrix and atomic numbers:

$$
C_{i j}^{B}=\left\{\begin{array}{cl}
B_{i j} \cdot Z_{i} \cdot Z_{j} & \text { if } i \neq j  \tag{4}\\
Z_{i}^{2} & \text { otherwise }
\end{array}\right.
$$

Then, we compare between the eigenvalues of the BO matrices from our method and those from PubChem.

Next, we evaluate the accuracy of the 3D geometry conversion from SMILES strings. We compare the 3D coordinates obtained using our method with those in PubChem. This comparison is not straightforward because 3D coordinates are continuous variables, while SMILES contains discrete information. Infinite numbers of 3D coordinates can be built from one SMILES string. Moreover, we do not know how the 3D structures in PubChem were obtained. To make the comparison effective, we introduce the following simple criterion. The 3D structure of a molecule is highly affected by the choice of BO matrix. Especially, bond lengths and angles are key variables in determining molecular structures. These may be reflected in the adjacency matrix that is obtained as

$$
A_{i j}=\left\{\begin{array}{lc}
1 & \text { if } i \neq j \text { and } r_{i j} \leq 1.1\left(R_{i}+R_{j}\right)  \tag{5}\\
0 & \text { otherwise }
\end{array}\right.
$$

where $r_{i j}$ is the interatomic distance between atoms $i$ and $j$, and $R_{i}$ is the covalent radius of atom $i .{ }^{36}$ We first regenerate the adjacency matrix from the 3D geometry obtained using our method and use it to construct the alternative Coulomb matrix $\mathbf{C}^{A}$ (Eq. (3)). Then, in order to consider possible permutational isomers, we compare the eigenvalues of this matrix with those from PubChem.

Table 3 shows the results for both BO assignment and 3D geometry conversion. The success rate of the BO assignment is very high ( $99.97 \%$ ). Our method failed for only 3 molecules of 10000 . Figure 9 shows the structures of the failed molecules with compound IDs. It should be noted that they have either abnormal atomic valences (CID 62352) or abnormal formal charges (CIDs 73876 and 89412). We can further improve
our method by including those abnormal atomic valences. The success rate of the 3D geometry comparison is a bit lower ( $98.36 \%$ ), but it is still very high considering the indefinite criterion we introduced. These high success rates guarantee that our method can be used for the structure-conversion of general organic molecules. The compound IDs of the 10000 molecules used in the test are provided in the Supporting Information.
Application to Search for Molecular Isomers. Finding molecular isomers is an important subject. ${ }^{37-42}$ Isomers are composed of the same atoms but have different ACs. Here we propose an extremely powerful and efficient method for finding molecular isomers using the adjacency matrix of a molecule as a useful application of our structure-conversion method. For a molecule composed of $N_{A}$ atoms, we construct an $N_{A} \mathrm{x} N_{A}$ zero matrix $\mathbf{A}$ and then change its matrix elements $A_{i j}$ to 1 if both atoms $i$ and $j$ have yet to form chemical bonds, i.e., both the $i$-th row and the $j$-th column have only zero elements, as schematically shown in Figure 10(a). This is repeated until all the atoms are connected to form a single molecule. As the adjacency matrix is symmetric, it is sufficient to deal only with its upper triangular matrix. Once we scan all the

Table 3. The success rates of BO matrix and 3D geometry conversion for 10000 samples.

|  | Criterion of comparison | Success <br> rate (\%) |
| :--- | :--- | :--- |
| BO matrix | Eigenvalues of Coulomb matrix <br> from BO $\left(\mathbf{C}^{B}\right)$ | 99.97 |
| 3D geometry | Eigenvalues of Coulomb matrix <br> from adjacency $\left(\mathbf{C}^{A}\right)$ | 98.36 |


CID 62352

CID 73876


CID 89412

Figure 9. The three molecules that failed in the BO assignment out of 10000 molecules sampled from the PubChem database and their compound IDs.


Figure 10. (a) Iterative scheme for the conversion of adjacency matrix elements. The thick arrows indicate the matrix elements where conversion is applied. (b) Constraints on the adjacency matrix of $\mathrm{C}_{20}(\mathrm{OH})_{n}$ to generate isomers using the iterative matrix conversion scheme. New bond formation is allowed not for matrix elements in the shaded area, but for those elements marked by arrows.
possible $A_{i j}$, this results in the ACs of all the possible isomers. The ACs are converted to corresponding 3D geometries by using our structure-conversion method. We tested this method for two molecules.
As the first example, $\mathrm{C}_{5} \mathrm{H}_{8}$ was chosen because it is a relatively small molecule that yet has various types of isomers with double/triple bonds, rings, cis-trans, and chiral centers. We successfully found all the 33 isomers using our method. Figure 11 shows some of these isomers with SMILES strings, particularly the cyclic/acyclic and cis-trans isomers, and R/S chiral carbons. The SMILES strings and 3D geometries of the remaining isomers are given in the Supporting Information.

As the second example, we chose a more complex system, $\mathrm{C}_{20}(\mathrm{OH})_{n}$. It has as many isomers as there are discrete cases of attachment of $n$ hydroxyl groups on the surface sites of $\mathrm{C}_{20}$ fullerene, as depicted in Figure 12. Here, all the possible sets of $\mathrm{C}-\mathrm{O}$ connectivity were generated using our iterative method (Figure 10). In this case, $\mathrm{C}_{20}$ and the $\mathrm{O}-\mathrm{H}$ bond should remain intact during iteration. Hence, we impose constraints on adjacency matrix elements by allowing bond formation only between C and O , as depicted in Figure 10(b). Table 4 shows the numbers of the isomers of $\mathrm{C}_{20}(\mathrm{OH})_{n}$ for $n \leq 10$; these numbers are consistent with the previous results (for $n \leq 4$ ) obtained using the genetic algorithm. ${ }^{43}$

Table 4 also shows computational time required to search for molecular isomers. It took 51 s and 50 min to find 58 and 1642 isomers of $\mathrm{C}_{20}(\mathrm{OH})_{4}$ and $\mathrm{C}_{20}(\mathrm{OH})_{10}$, respectively, in serial calculations on an Intel ${ }^{\circledR}$ Core ${ }^{\mathrm{TM}}$ i5-2500 CPU @ 3.30 GHz processor. It should be noted that most of the time was used for obtaining the 3D geometries via force field calculations. The SMILES strings and 3D geometries of the remaining isomers are shown in the Supporting Information.

## Conclusion

We developed a structure-conversion method for organic molecules without resorting to system-dependent parameters.


Figure 11. Various isomers of $\mathrm{C}_{5} \mathrm{H}_{8}$ and their SMILES strings.

This method enables us to obtain reliable 3D geometries or BO information from just AC. To uniquely determine energetically more favorable structures among all the possible ones, we use universal selection criteria with only atomic valences. As a result, the method can be widely applied to any organic molecules. Indeed, it showed a high success rate in conversions from AC to BOs or 3D geometries for 10000 molecules sampled from the PubChem database. It should be noted that the slightly lower success rate for 3D geometry conversion is due to the ambiguity in determining the 3D coordinates of molecules. The method's accuracy can be further improved by considering some exceptional cases. As applications, we used our method to find possible isomers for a given chemical


Figure 12. Example of $\mathrm{C}_{20}(\mathrm{OH})_{4}$.

Table 4. The number of isomers found for given chemical formula and corresponding computational times (adjacency matrix generation + geometry generation) on Intel® Core ${ }^{\mathrm{TM}}$ i5-2500 CPU @ 3.30 GHz processor.

| Chemical formula | Number of isomers | Computational time (adjacency + geometry ${ }^{a}=$ total) |
| :---: | :---: | :---: |
| $\mathrm{C}_{5} \mathrm{H}_{8}$ | 33 | $1.65 \mathrm{~s}+18.76 \mathrm{~s}=20.41 \mathrm{~s}$ |
| $\mathrm{C}_{20}(\mathrm{OH})_{1}$ | 1 | $0.01 \mathrm{~s}+0.69 \mathrm{~s}=0.70 \mathrm{~s}$ |
| $\mathrm{C}_{20}(\mathrm{OH})_{2}$ | 5 | $0.06 \mathrm{~s}+3.26 \mathrm{~s}=3.32 \mathrm{~s}$ |
| $\mathrm{C}_{20}(\mathrm{OH})_{3}$ | 15 | $0.19 \mathrm{~s}+11.69 \mathrm{~s}=11.88 \mathrm{~s}$ |
| $\mathrm{C}_{20}(\mathrm{OH})_{4}$ | 58 | $0.66 \mathrm{~s}+50.56 \mathrm{~s}=51.22 \mathrm{~s}$ |
| $\mathrm{C}_{20}(\mathrm{OH})_{5}$ | 149 | $2.36 \mathrm{~s}+2 \mathrm{~m} 21 \mathrm{~s}=2 \mathrm{~m} 23 \mathrm{~s}$ |
| $\mathrm{C}_{20}(\mathrm{OH})_{6}$ | 371 | $8.19 \mathrm{~s}+8 \mathrm{~m} 35 \mathrm{~s}=8 \mathrm{~m} 43 \mathrm{~s}$ |
| $\mathrm{C}_{20}(\mathrm{OH})_{7}$ | 693 | $25.61 \mathrm{~s}+26 \mathrm{~m} 32 \mathrm{~s}=26 \mathrm{~m} 59 \mathrm{~s}$ |
| $\mathrm{C}_{20}(\mathrm{OH})_{8}$ | 1135 | $1 \mathrm{~m} 10 \mathrm{~s}+33 \mathrm{~m} 41 \mathrm{~s}=34 \mathrm{~m} 51 \mathrm{~s}$ |
| $\mathrm{C}_{20}(\mathrm{OH})_{9}$ | 1461 | $2 \mathrm{~m} 41 \mathrm{~s}+40 \mathrm{~m} 11 \mathrm{~s}=42 \mathrm{~m} 52 \mathrm{~s}$ |
| $\mathrm{C}_{20}(\mathrm{OH})_{10}$ | 1642 | $5 \mathrm{~m} 12 \mathrm{~s}+44 \mathrm{~m} 46 \mathrm{~s}=49 \mathrm{~m} 58 \mathrm{~s}$ |

${ }^{a}$ Computational time required to optimize geometries using OpenBabel and UFF.
formula. The results show that our method precisely found all the isomers within a very short computational time.

In order to allow for a wider range of applications, we need to deal with metal-containing molecules. However, this may require more careful consideration of atomic valences and formal charges. In addition, the present method is limited to compounds that can be described by SMILES. As a result, it may have problems with radical compounds that SMILES has difficulty handling. Nevertheless, as demonstrated by its powerful isomer searching, our method's simple but thorough scheme allows us to efficiently manipulate the formation and dissociation of chemical bonds. Therefore, we expect that it will be a very useful tool for various chemical applications.
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