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For any $N \geqslant 1$ and sufficiently small $\varepsilon>0$, we find a positive solution of a nonlinear elliptic equation

$$
\Delta u=\varepsilon^{2}(V(x) u-f(u)), \quad x \in \mathbb{R}^{N}
$$

when $\lim _{|x| \rightarrow \infty} V(x)=m>0$ and some optimal conditions on $f$ are satisfied. Furthermore, we investigate the asymptotic behaviour of the solution as $\varepsilon \rightarrow 0$.

## 1. Introduction

Consider a nonlinear eigenvalue problem

$$
\begin{equation*}
-\Delta u=\lambda(u-g(x, u)) \quad \text { in } \Omega, \quad u=0 \quad \text { on } \partial \Omega \tag{1.1}
\end{equation*}
$$

where $\Omega$ is a domain in $\mathbb{R}^{N}, \lambda \in \mathbb{R}, g \in C^{1}(\Omega \times \mathbb{R}, \mathbb{R})$, and $\lim _{u \rightarrow 0} g(x, u) / u=0$ uniformly for $x \in \Omega$. For any $\lambda \in \mathbb{R}, u \equiv 0$ is a trivial solution of (1.1).

Let $\Omega$ be a bounded domain of $\mathbb{R}^{N}$ and let $\lambda_{k}(\Omega)>0$ be the $k$ th eigenvalue of

$$
\begin{equation*}
-\Delta u=\lambda u \quad \text { in } \Omega, \quad u=0 \quad \text { on } \partial \Omega \tag{1.2}
\end{equation*}
$$

It is a classical result that $\left(\lambda_{k}(\Omega), 0\right)$ is a bifurcation point of problem (1.1), that is, any neighbourhood of $\left(\lambda_{k}(\Omega), 0\right)$ in $\mathbb{R} \times H_{0}^{1}(\Omega)$ contains a non-trivial solution of (1.1). In particular, when $k=1$, there exist smooth functions $\lambda:(-\delta, \delta) \rightarrow \mathbb{R}$ and $\varphi:(-\delta, \delta) \rightarrow H_{0}^{1}(\Omega)$ such that $\lim _{s \rightarrow 0} \varphi(s) / s=u_{1}$, a first eigenfunction of (1.2), and $(\lambda(s), \varphi(s))$ is a solution of (1.1) (see [14]).

Stuart initially studied a case $\Omega=\mathbb{R}^{N}, N \geqslant 3$, in [33], typically when $g(x, u)=$ $h(x)|u|^{p-1} u, h(x) \geqslant 0, \lim _{|x| \rightarrow \infty} h(x)=0, \liminf _{|x| \rightarrow \infty} h(x)(1+|x|)^{t}>0$ for $t \in$ $(0,2)$ and $p \in(1,(N+2-2 t) /(N-2))$. In this case, the result was that a bifurcation occurs from infinity at $\lambda=0$, that is, there exist solutions $\left\{\left(v_{l}, \lambda_{l}\right)\right\}_{l=1}^{\infty}$ of (1.1) such that $\lim _{l \rightarrow \infty}\left\|\nabla v_{l}\right\|_{L^{2}\left(\mathbb{R}^{N}\right)}=\infty$ and $\lim _{l \rightarrow \infty} \lambda_{l}=0$. Thus, a bifurcation from infinity occurs at the lowest point of the essential spectrum $[0, \infty)$ of $-\Delta$ on $\mathbb{R}^{N}$ without eigenvalues. The proof, based on a constraint minimization, states that $\lambda_{l}<0$ and $u_{l}>0$ or $u_{l}<0$. He obtained a similar result for the similar type of problem

$$
\begin{equation*}
-\Delta u=\lambda u-g(x, u) \quad \text { in } \mathbb{R}^{N} \tag{1.3}
\end{equation*}
$$

(see also $[6,24,34,35]$ for further studies on the bifurcation problem, and the survey paper [36]).

On the other hand, Ambrosetti and Badiale in [2] applied the Lyapunov-Schmidt reduction method to the bifurcation problem

$$
\left.\begin{array}{rl}
v^{\prime \prime}-\varepsilon^{2} v+h(x)|v|^{p-1} v & =0, \quad x \in \mathbb{R},  \tag{1.4}\\
\lim _{|x| \rightarrow \infty} v(x) & =0 .
\end{array}\right\}
$$

They showed, amongst other things, that if there exists $L>0$ such that

$$
\lim _{|x| \rightarrow \infty} h(x)=L, \quad h(x)-L \in L^{1}(\mathbb{R}), \quad \int_{\mathbb{R}}(h(x)-L) \mathrm{d} x \neq 0
$$

and $1<p<5$, then (1.4) has a family of positive solutions bifurcating from the trivial solutions for small $\varepsilon>0$. The same result holds in higher dimensions if $p \in$ $(1,(N+2) /(N-2))($ see $[4,5])$. For $p \geqslant 5$, there exist non-trivial solutions of (1.4), but they do not bifurcate from the trivial one. Note that, by a transformation $u(x)=\varepsilon^{-2 /(p-1)} v(x / \varepsilon),(1.4)$ is transformed to

$$
\left.\begin{array}{rl}
u^{\prime \prime}-u+h(x / \varepsilon)|u|^{p-1} u & =0, \quad x \in \mathbb{R},  \tag{1.5}\\
\lim _{|x| \rightarrow \infty} u(x) & =0 .
\end{array}\right\}
$$

For any $R>0, \lim _{\varepsilon \rightarrow 0} h(x / \varepsilon)=L=\lim _{|x| \rightarrow \infty} h(x)$ uniformly on $\mathbb{R}^{N} \backslash B(0, R)$. Thus, we have a limiting problem

$$
\left.\begin{array}{rl}
u^{\prime \prime}-u+L|u|^{p-1} u & =0, \quad x \in \mathbb{R},  \tag{1.6}\\
\lim _{|x| \rightarrow \infty} u(x) & =0 .
\end{array}\right\}
$$

Indeed, Ambrosetti and Badiale [2] constructed a solution of (1.5) as a perturbation of a solution of (1.6) for small $\varepsilon>0$. Here we note that via a transformation $w(x)=u(\varepsilon x)$, equation (1.5) is transformed

$$
\left.\begin{array}{rl}
\frac{1}{\varepsilon^{2}} w^{\prime \prime}-w+h(x)|w|^{p-1} w & =0, \quad x \in \mathbb{R},  \tag{1.7}\\
\lim _{|x| \rightarrow \infty} w(x) & =0 .
\end{array}\right\}
$$

In this paper we study a similar type of equation:

$$
\begin{equation*}
\Delta u=\varepsilon^{2}(V(x) u-f(u)), \quad u>0, \quad u \in H^{1}\left(\mathbb{R}^{N}\right) . \tag{1.8}
\end{equation*}
$$

When $\varepsilon>0$ is very large this corresponds to an equation for semiclassical standing waves of nonlinear Schrödinger equations. In this case, following work based on the Lyapunov-Schmidt reduction [19] and that based on a variational approach [31], there have been numerous further results to problem (1.8) (see [3,10, 11, 15, 16, 18, $21,25]$ and references therein). Note that, by a transformation $v(x)=u(x / \varepsilon),(1.8)$ is transformed to

$$
\begin{equation*}
\Delta v-V(x / \varepsilon) v+f(v)=0, \quad v>0, \quad v \in H^{1}\left(\mathbb{R}^{N}\right) \tag{1.9}
\end{equation*}
$$

Although two opposite cases $0<\varepsilon \ll 1$ and $1 \ll \varepsilon$ look quite contrastive, they share the same types of limiting equations

$$
\begin{equation*}
\Delta U-c U+f(U)=0, \quad U>0 \quad \text { in } \mathbb{R}^{N}, \quad \lim _{|x| \rightarrow \infty} U(x)=0 \tag{1.10}
\end{equation*}
$$

where $c$ is a positive constant. Our motivation comes from a classical result of Berestycki and Lions [7] which notes the existence of a least energy solution of (1.10) under some optimal conditions ((F1)-(F3) below) on $f$. Thus, it is desirable to construct a solution of (1.8) for small $\varepsilon>0$ under the optimal conditions. Such a construction, for $\varepsilon>0$ sufficiently large, was successfully carried out using a variational method in [10-12].

In addition to showing the existence of a solution to problem (1.8), we are concerned with the asymptotic behaviour of the solution. To see a fine asymptotic behaviour of a solution as $\varepsilon \rightarrow 0$, we need to know the shape of a least energy solution of limiting problem (1.10). If $f$ is $C^{1}$, any solution of (1.10) is radially symmetric up to a translation and strictly decreasing. When $f$ is just continuous, the symmetry and monotonicity of a least energy solution is proven in [13].

In $\S 2$, we further prove that the radially symmetric solution is strictly decreasing; this property is essential to see a fine asymptotic behaviour of a solution as $\varepsilon \rightarrow 0$. It seems that the strict decreasing property of a radially symmetric solution cannot be derived by the rearrangement argument or maximum principles; interestingly we could derive the property from a generalized Pohozaev identity. Furthermore, when we try to see a fine asymptotic behaviour of a solution $u_{\varepsilon}$ without monotonicity of $f(t) / t$, we have particular difficulty for the cases $N=1,2$ in contrast with the case $N \geqslant 3$. For some singularly perturbed nonlinear problems in bounded domain (see original papers [26-28] and some recent works [8, 9, 17]), it remains to show the asymptotic behaviour of a maximum point for a least energy solution under conditions (F1)-(F3) when $N=2$. We believe that the argument in this paper for $N=1,2$ can be applied to the singularly perturbed problems.

We assume the following conditions for the potential function $V$.
(V1) $V \in C\left(\mathbb{R}^{N}, \mathbb{R}\right)$.
(V2) $\lim _{|x| \rightarrow \infty} V(x)=m, m>0$.
(V3) $V-m \in L^{1}\left(\mathbb{R}^{N}\right)$ and

$$
\int_{\mathbb{R}^{N}}(V(x)-m) \mathrm{d} x<0 .
$$

We also assume that $f: \mathbb{R} \rightarrow \mathbb{R}$ is continuous and satisfies the following.
(F1) $\lim _{t \rightarrow 0^{+}} f(t) / t=0$.
(F2) If $N \geqslant 3$, $\lim \sup _{t \rightarrow \infty} f(t) / t^{p}<\infty$ for some $p \in(1,(N+2) /(N-2))$ and if $N=2$, for any $\alpha>0$, there exists $C_{\alpha}>0$ such that $|f(t)| \leqslant C_{\alpha} \exp \left(\alpha t^{2}\right)$ for all $t \geqslant 0$.
(F3) There exists $T>0$ such that if $N \geqslant 2, \frac{1}{2} m T^{2}<F(T)$ and if $N=1$, $\frac{1}{2} m t^{2}>F(t)$ for $0<t<T, \frac{1}{2} m T^{2}=F(T)$ and $m T<f(T)$, where

$$
F(t)=\int_{0}^{t} f(s) \mathrm{d} s
$$

Now we state our main theorem, showing the existence of solutions of (1.8) for small $\varepsilon>0$.

Theorem 1.1. Assume that hypotheses (V1)-(V3), (F1)-(F3) hold. Then for sufficiently small $\varepsilon>0$, there exists a positive solution $w_{\varepsilon}$ of (1.8) such that, after a transformation $u_{\varepsilon}(x) \equiv w_{\varepsilon}(x / \varepsilon)$, $u_{\varepsilon}$ converges (up to a subsequence) uniformly to a radially symmetric least energy solution $U$ of

$$
\begin{equation*}
\Delta u-m u+f(u)=0, \quad u>0, \quad \lim _{|x| \rightarrow \infty} u(x)=0 \tag{1.11}
\end{equation*}
$$

satisfying $U(0)=\max \left\{\tilde{U}(0) \mid \tilde{U}\right.$ solves (1.11)\}. Moreover, for a maximum point $x_{\varepsilon}$ of $u_{\varepsilon}$ it holds that $\lim _{\varepsilon \rightarrow 0} x_{\varepsilon}=0$, and that, for some $c, C>0$,

$$
u_{\varepsilon}(x)+\left|\nabla u_{\varepsilon}(x)\right| \leqslant C \exp (-c|x|), \quad x \in \mathbb{R}^{N}
$$

In $\S 2$, we introduce a variational framework and prepare some necessary propositions. In $\S 3$, we prove theorem 1.1 in earnest. In $\S 4$, we prove the existence of a solution $u_{\varepsilon}$ for some more general class of $V$ without a study of the asymptotic behaviour of the solution $u_{\varepsilon}$.

## 2. Preliminaries

Throughout this section, we assume that (F1)-(F3) hold. Instead of (1.8), we proceed with a transformed equation (1.9), since it is directly related to limiting problem (1.11).

The inner product $(\cdot, \cdot)$ is defined by

$$
(u, v)=\int_{\mathbb{R}^{N}}(\nabla u \nabla v+m u v) \mathrm{d} x .
$$

Let $H^{1}\left(\mathbb{R}^{N}\right)$ be a real Hilbert space, which is the completion of $C_{0}^{\infty}\left(\mathbb{R}^{N}\right)$ with respect to the norm $\|\cdot\|$ defined by

$$
\|u\|=\left(\int_{\mathbb{R}^{N}}|\nabla u|^{2}+m u^{2} \mathrm{~d} x\right)^{1 / 2}
$$

We also define $\Gamma_{\varepsilon}: H^{1}\left(\mathbb{R}^{N}\right) \rightarrow \mathbb{R}$ by

$$
\Gamma_{\varepsilon}(u)=\frac{1}{2} \int_{\mathbb{R}^{N}}|\nabla u|^{2}+V_{\varepsilon} u^{2} \mathrm{~d} x-\int_{\mathbb{R}^{N}} F(u) \mathrm{d} x,
$$

where $V_{\varepsilon}(x)=V(x / \varepsilon)$. Since we are concerned with positive solutions, we may assume without loss of generality that $f(t)=0$ for all $t \leqslant 0$. It is trivial to show that $\Gamma_{\varepsilon} \in C^{1}\left(H^{1}\left(\mathbb{R}^{N}\right)\right)$. Clearly, a critical point of $\Gamma_{\varepsilon}$ corresponds to a solution of (1.9).

The following is an associated limiting equation of (1.9):

$$
\begin{equation*}
\Delta u-m u+f(u)=0, \quad u>0, \quad u \in H^{1}\left(\mathbb{R}^{N}\right) \tag{2.1}
\end{equation*}
$$

We define an energy functional for limiting equation (2.1) by

$$
\Gamma(u)=\frac{1}{2} \int_{\mathbb{R}^{N}}|\nabla u|^{2}+m u^{2} \mathrm{~d} x-\int_{\mathbb{R}^{N}} F(u) \mathrm{d} x .
$$

We note that each solution $U$ of (2.1) satisfies Pohozaev's identity

$$
\begin{equation*}
\frac{N-2}{2} \int_{\mathbb{R}^{N}}|\nabla U|^{2} \mathrm{~d} x+N \int_{\mathbb{R}^{N}} \frac{m U^{2}}{2}-F(U) \mathrm{d} x=0 \tag{2.2}
\end{equation*}
$$

Let $S_{m}$ be the set of least energy solutions U of (2.1) satisfying

$$
U(0)=\max _{x \in \mathbb{R}^{N}} U(x)
$$

If $f$ is $C^{1}$, any solution of (1.10) is obviously radially symmetric up to a translation and strictly decreasing. For the case when $f$ is just continuous, the symmetry and monotonicity of a least energy solution is proven in [13]. Then, the symmetry and monotonicity of a least energy solution imply that there exist $C, c>0$, independent of $U \in S_{m}$ such that

$$
\begin{equation*}
U(x)+|\nabla U(x)| \leqslant C \exp (-c|x|) \quad \text { for all } x \in \mathbb{R}^{N} \tag{2.3}
\end{equation*}
$$

Now we can also deduce that $S_{m}$ is compact (see also previous works for $N \geqslant$ 3 [10], and for $N=1,2[12]$ ). Moreover, we have the following symmetry and strict monotone property of $U \in S_{m}$.

Proposition 2.1. Any $U \in S_{m}$ is radially symmetric and strictly decreasing with respect to $r=|x|$.

Proof. As mentioned above, it is shown in [13] that any $U \in S_{m}$ is radially symmetric up to a translation and non-increasing with respect to $r=|x|$. Thus, it is sufficient to show that any radially symmetric least energy solution $U$ of (2.1) is strictly decreasing. Let $|x|=r$. For any radially symmetric function $G(x)=$ $G(|x|) \in C^{\infty}\left(\mathbb{R}^{N}, \mathbb{R}\right)$ and $a, b \geqslant 0$ we see that

$$
\begin{align*}
& 0=\int_{a}^{b}\left(\frac{\mathrm{~d}^{2} U}{\mathrm{~d} r^{2}}+\frac{N-1}{r} \frac{\mathrm{~d} U}{\mathrm{~d} r}-m U+f(U)\right) G(r) \frac{\mathrm{d} U}{\mathrm{~d} r} r^{N} \mathrm{~d} r \\
& =\int_{a}^{b} \frac{\mathrm{~d}}{\mathrm{~d} r}\left\{\left(\frac{1}{2}\left|\frac{\mathrm{~d} U}{\mathrm{~d} r}\right|^{2}-\frac{m U^{2}}{2}+F(U)\right) G(r) r^{N}\right\} \\
& +\left(\frac{N-2}{2} G(r) r^{N-1}-\frac{1}{2} \frac{\mathrm{~d} G}{\mathrm{~d} r} r^{N}\right)\left|\frac{\mathrm{d} U}{\mathrm{~d} r}\right|^{2} \\
& +\left(N G(r) r^{N-1}+\frac{\mathrm{d} G}{\mathrm{~d} r} r^{N}\right)\left(\frac{m U^{2}}{2}-F(U)\right) \mathrm{d} r . \tag{2.4}
\end{align*}
$$

From the exponential decaying property of $U$ and $|\mathrm{d} U / \mathrm{d} r|$, we see that for any $G \in C^{1}\left(\mathbb{R}^{N}\right)$ with an algebraic growth near $\infty$,

$$
\begin{aligned}
& \int_{0}^{\infty}\left\{\left(\frac{N-2}{2} G(r)-\frac{1}{2} \frac{\mathrm{~d} G}{\mathrm{~d} r} r\right)\left|\frac{\mathrm{d} U}{\mathrm{~d} r}\right|^{2}\right. \\
&\left.+\left(N G(r)+\frac{\mathrm{d} G}{\mathrm{~d} r} r\right)\left(\frac{m U^{2}}{2}-F(U)\right)\right\} r^{N-1} \mathrm{~d} r=0
\end{aligned}
$$

Suppose that $U(r)$ is a constant $M$ on some interval $I \subset[0, \infty)$.

First, we consider a case $N \geqslant 3$. Then, we choose any $C^{1}$-function $G$ such that $G(r)=r^{N-2}$ on $[0, \infty) \backslash I$. Then, it follows that

$$
\left(\frac{N-2}{2} G(r)-\frac{1}{2} \frac{\mathrm{~d} G}{\mathrm{~d} r} r\right)\left|\frac{\mathrm{d} U}{\mathrm{~d} r}\right|^{2} \equiv 0 \quad \text { on }[0, \infty) .
$$

Now we get that

$$
\begin{align*}
0= & \int_{0}^{\infty}\left(N G(r)+\frac{\mathrm{d} G}{\mathrm{~d} r} r\right)\left(\frac{m U^{2}}{2}-F(U)\right) r^{N-1} \mathrm{~d} r \\
= & \int_{r \in I}\left(N G(r)+\frac{\mathrm{d} G}{\mathrm{~d} r} r\right)\left(\frac{m U^{2}}{2}-F(U)\right) r^{N-1} \mathrm{~d} r \\
& +\int_{r \notin I}\left(N G(r)+\frac{\mathrm{d} G}{\mathrm{~d} r} r\right)\left(\frac{m U^{2}}{2}-F(U)\right) r^{N-1} \mathrm{~d} r . \tag{2.5}
\end{align*}
$$

This means that an integration

$$
\int_{r \in I}\left(N G(r)+\frac{\mathrm{d} G}{\mathrm{~d} r} r\right)\left(\frac{m U^{2}}{2}-F(U)\right) r^{N-1} \mathrm{~d} r
$$

is independent for any $C^{1}$-function $G$ satisfying $G(r)=r^{N-2}$ on $[0, \infty) \backslash I$. This implies that $m M^{2} / 2-F(M)=0$. Since $U$ is a $C^{2}$-solution of (2.1) on $r>0$, it follows that

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} r}\left(\frac{1}{2}\left(\frac{\mathrm{~d} U}{\mathrm{~d} r}\right)^{2}-\frac{m}{2} U^{2}+F(U)\right) & =\left(\frac{\mathrm{d}^{2} U}{\mathrm{~d} r^{2}}-m U+f(U)\right) \frac{\mathrm{d} U}{\mathrm{~d} r} \\
& =-\frac{(N-1)}{r}\left(\frac{\mathrm{~d} U}{\mathrm{~d} r}\right)^{2} \\
& \leqslant 0 . \tag{2.6}
\end{align*}
$$

Thus, a function

$$
A(r)=\frac{1}{2}\left(\frac{\mathrm{~d} U}{\mathrm{~d} r}\right)^{2}-\frac{m}{2} U^{2}+F(U)
$$

is monotone decreasing with respect to $r=|x|$. Then, since $\lim _{r \rightarrow \infty} A(r)=0$ and $A(r)=0$ on $I$, there exists $R>0$ such that

$$
A(r)=A^{\prime}(r)=-\frac{(N-1)}{r}\left(\frac{\mathrm{~d} U}{\mathrm{~d} r}\right)^{2}=0 \quad \text { for all } r \geqslant R .
$$

Thus, we get that $U$ has compact support. By the Hopf lemma (see [20, $\S 3]$ ),

$$
\frac{\mathrm{d} U}{\mathrm{~d} r}\left(x_{0}\right) \neq 0
$$

for $x_{0} \in \partial(\operatorname{supp} U)$. This contradicts $U \in C^{2}\left(\mathbb{R}^{N} /\{0\}\right)$.
For $N=2$, we choose any $C^{1}$-function $G$ such that $G$ is constant on $\mathbb{R}^{N} \backslash I$. Then, we get a contradiction in the same way as with the case $N \geqslant 3$.

For $N=1$, since

$$
\frac{1}{2}\left(\frac{\mathrm{~d} U}{\mathrm{~d} r}\right)^{2}-\frac{m}{2} U^{2}+F(U) \equiv 0
$$

we get that

$$
\int_{U\left(t_{1}\right)}^{U\left(t_{2}\right)} \frac{\mathrm{d} s}{\sqrt{m s^{2}-2 F(s)}}=-\left(t_{2}-t_{1}\right)
$$

This implies that $U$ is strictly decreasing. This completes the proof.
To get an energy estimate, we will use the following estimation.
Proposition 2.2. Assume that (V1)-(V3) hold. Let $W \in C^{0}\left(\mathbb{R}^{N}\right) \cap L^{\infty}\left(\mathbb{R}^{N}\right)$ and $W>0$. Then,

$$
\lim _{\varepsilon \rightarrow 0} \varepsilon^{-N} \int_{\mathbb{R}^{N}}\left(V_{\varepsilon}(x)-m\right) W(x) \mathrm{d} x=W(0) \int_{\mathbb{R}^{N}}(V(x)-m) \mathrm{d} x .
$$

Proof. For any $k>0$, there exists $r_{k}>0$ such that $|W(x)-W(0)|<1 / k$ for $|x| \leqslant r_{k}$. Note that

$$
\begin{aligned}
& \int_{\mathbb{R}^{N}}\left(V_{\varepsilon}(x)-m\right) W(x) \mathrm{d} x \\
&= \varepsilon^{N}\left\{\int_{|x| \leqslant r_{k} / \varepsilon}(V(x)-m) W(\varepsilon x) \mathrm{d} x+\int_{|x| \geqslant r_{k} / \varepsilon}(V(x)-m) W(\varepsilon x) \mathrm{d} x\right\} \\
&= \varepsilon^{N}\left\{\int_{|x| \leqslant r_{k} / \varepsilon}(V(x)-m)(W(\varepsilon x)-W(0)) \mathrm{d} x+W(0) \int_{\mathbb{R}^{N}}(V(x)-m) \mathrm{d} x\right. \\
&\left.\quad+\int_{|x| \geqslant r_{k} / \varepsilon}(V(x)-m)(W(\varepsilon x)-W(0)) \mathrm{d} x\right\} .
\end{aligned}
$$

Then, it follows that

$$
\begin{array}{rl}
\mid \varepsilon^{-N} \int_{\mathbb{R}^{N}}\left(V_{\varepsilon}(x)-m\right) W(x) \mathrm{d} & x-W(0) \int_{\mathbb{R}^{N}}(V(x)-m) \mathrm{d} x \mid \\
\leqslant & \frac{\|V-m\|_{L^{1}}}{k}+2\|W\|_{L^{\infty}} \int_{|x| \geqslant r_{k} / \varepsilon}|V(x)-m| \mathrm{d} x .
\end{array}
$$

This implies that

$$
\lim _{\varepsilon \rightarrow 0}\left|\varepsilon^{-N} \int_{\mathbb{R}^{N}}\left(V_{\varepsilon}(x)-m\right) W(x) \mathrm{d} x-W(0) \int_{\mathbb{R}^{N}}(V(x)-m) \mathrm{d} x\right| \leqslant \frac{\|V-m\|_{L^{1}}}{k}
$$

then the conclusion follows.

## 3. Proof of theorem 1.1

Throughout this section, we assume that (V1)-(V3) and (F1)-(F3) hold. As stated in $\S 2$, we define $S_{m}$ as the set of least energy solutions $U$ of (2.1) satisfying $U(0)=$ $\max _{x \in \mathbb{R}^{N}} U(x)$. Now we set $E_{m}=\Gamma(U)$ for $U \in S_{m}$. We will find a solution near the set

$$
X \equiv\left\{U(\cdot-a) \mid a \in \mathbb{R}^{N}, U \in S_{m}\right\}
$$

For $\alpha \in \mathbb{R}$, we define $\Gamma_{\varepsilon}^{\alpha}=\left\{u \in H^{1}\left(\mathbb{R}^{N}\right) \mid \Gamma_{\varepsilon}(u) \leqslant \alpha\right\}$, and for a set $A \subset H^{1}\left(\mathbb{R}^{N}\right)$ and $d>0$ let $A^{d} \equiv\left\{u \in H^{1}\left(\mathbb{R}^{N}\right) \mid \inf _{v \in A}\|u-v\| \leqslant d\right\}$.

Proposition 3.1. There exists some $t_{0}>0$ and a continuous path $\zeta:\left[0, t_{0}\right] \rightarrow$ $H^{1}\left(\mathbb{R}^{N}\right)$ satisfying $\zeta(0)=0$ and $\Gamma_{\varepsilon}\left(\zeta\left(t_{0}\right)\right)<-1$ such that, for any $U \in S_{m}$,

$$
\max _{t \in\left[0, t_{0}\right]} \Gamma_{\varepsilon}(\zeta(t)) \leqslant E_{m}+\varepsilon^{N}\left\{\frac{U^{2}(0)}{2} \int_{\mathbb{R}^{N}}(V(x)-m) \mathrm{d} x+o(1)\right\} \quad \text { as } \varepsilon \rightarrow 0
$$

Moreover, for any small $\alpha>0$, there exists a constant $\beta>0$ such that, for any $t \in\left(0, t_{0}\right)$,

$$
\zeta(t) \in X^{\alpha} \cup \Gamma_{\varepsilon}^{E_{m}-\beta}
$$

Proof. First, we consider the case $N \geqslant 3$. Now defining $\zeta:(0, \infty) \rightarrow H^{1}\left(\mathbb{R}^{N}\right)$ by

$$
\zeta(t)(x)=U(x / t) \quad \text { and } \quad \zeta(0)=0
$$

we see that $\zeta:[0, \infty) \rightarrow H\left(\mathbb{R}^{N}\right)$ is continuous. It is easy to see from (2.2) that

$$
\lim _{t \rightarrow \infty} \Gamma(\zeta(t))=-\infty
$$

Since

$$
\Gamma_{\varepsilon}(\zeta(t))=\Gamma(\zeta(t))+\frac{1}{2} \int\left(V_{\varepsilon}-m\right)(\zeta(t))^{2} \mathrm{~d} x=\Gamma(\zeta(t))+O\left(\varepsilon^{N}\right)
$$

there exists some large $t_{0}>0$ such that $\Gamma_{\varepsilon}\left(\zeta\left(t_{0}\right)\right)<-1$. Moreover, we compute that

$$
\begin{align*}
\Gamma_{\varepsilon}(\zeta(t))= & \frac{t^{N-2}}{2} \int_{\mathbb{R}^{N}}|\nabla U|^{2} \mathrm{~d} x+t^{N} \int_{\mathbb{R}^{N}} \frac{m}{2} U^{2}-F(U) \mathrm{d} x \\
& +\frac{1}{2} \int_{\mathbb{R}^{N}}\left(V_{\varepsilon}(x)-m\right) U^{2}(x / t) \mathrm{d} x \tag{3.1}
\end{align*}
$$

and

$$
\begin{align*}
\frac{\mathrm{d} \Gamma_{\varepsilon}(\zeta(t))}{\mathrm{d} t}= & \frac{N-2}{2} t^{N-3} \int_{\mathbb{R}^{N}}|\nabla U|^{2} \mathrm{~d} x+N t^{N-1} \int_{\mathbb{R}^{N}} \frac{m}{2} U^{2}-F(U) \mathrm{d} x \\
& +\int_{\mathbb{R}^{N}}\left(V_{\varepsilon}(x)-m\right) U(x / t) \nabla U(x / t) \cdot\left(-x / t^{2}\right) \mathrm{d} x \tag{3.2}
\end{align*}
$$

Then, from the exponential decay of $U$ and $|\nabla U|$ in (2.3), we see that

$$
\begin{equation*}
\left|\frac{\mathrm{d} \Gamma_{\varepsilon}(\zeta(t))}{\mathrm{d} t}\right|_{t=1}=\left|\int_{\mathbb{R}^{N}}\left(V_{\varepsilon}(x)-m\right) U(x) \nabla U \cdot x \mathrm{~d} x\right|=O\left(\varepsilon^{N}\right) \quad \text { as } \varepsilon \rightarrow 0 \tag{3.3}
\end{equation*}
$$

Setting $x / t=y=\left(y_{1}, \ldots, y_{N}\right)$ and $r=|y|$, we get from the radial symmetric property of $U \in S_{m}$ that

$$
\begin{equation*}
\sum_{i, j=1}^{N} D_{i j} U(y) y_{i} y_{j}=r^{2} \frac{\mathrm{~d}^{2} U}{\mathrm{~d} r^{2}}=-r(N-1) \frac{\mathrm{d} U}{\mathrm{~d} r}+r^{2}(m U-f(U)) \tag{3.4}
\end{equation*}
$$

Then, we see that $\Gamma_{\varepsilon}(\zeta(t))$ is a $C^{2}$-function with respect to $t \in(0, \infty)$, and that

$$
\begin{align*}
& \frac{\mathrm{d}^{2} \Gamma_{\varepsilon}(\zeta(t))}{\mathrm{d} t^{2}} \\
& =\frac{(N-2)(N-3)}{2} t^{N-4} \int_{\mathbb{R}^{N}}|\nabla U|^{2} \mathrm{~d} x \\
& \quad+N(N-1) t^{N-2} \int_{\mathbb{R}^{N}} \frac{m}{2} U^{2}-F(U) \mathrm{d} x \\
& \quad+t^{-4} \int_{\mathbb{R}^{N}}\left(V_{\varepsilon}(x)-m\right)\left(|\nabla U(x / t) \cdot x|^{2}+U(x / t) \sum_{i, j=1}^{N} D_{i j} U(x / t) x_{i} x_{j}\right) \mathrm{d} x \\
& \quad+2 t^{-3} \int_{\mathbb{R}^{N}}\left(V_{\varepsilon}(x)-m\right) U(x / t) \nabla U(x / t) \cdot x \mathrm{~d} x \tag{3.5}
\end{align*}
$$

Moreover, from (2.2), (2.3) and (3.4), we see that, if $\rho>0$ is sufficiently small,

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \frac{\mathrm{~d}^{2} \Gamma_{\varepsilon}(\zeta(t))}{\mathrm{d} t^{2}} \leqslant-\frac{N-2}{2} \int_{\mathbb{R}^{N}}|\nabla U|^{2} \mathrm{~d} x \tag{3.6}
\end{equation*}
$$

uniformly on $t \in(1-\rho, 1+\rho)$. This implies that there exists $t_{\varepsilon} \in\left[0, t_{0}\right]$ satisfying

$$
\max _{s \in[0,1]} \Gamma_{\varepsilon}\left(\zeta\left(s t_{0}\right)\right)=\Gamma_{\varepsilon}\left(\zeta\left(t_{\varepsilon}\right)\right) \quad \text { and } \quad \lim _{\varepsilon \rightarrow 0} t_{\varepsilon}=1
$$

Then, there exists a point $\hat{t}_{\varepsilon}>0$ between $t_{\varepsilon}$ and 1 such that

$$
0=\left.\frac{\mathrm{d} \Gamma_{\varepsilon}(\zeta(t))}{\mathrm{d} t}\right|_{t=t_{\varepsilon}}=\left.\frac{\mathrm{d} \Gamma_{\varepsilon}(\zeta(t))}{\mathrm{d} t}\right|_{t=1}+\left.\left(t_{\varepsilon}-1\right) \frac{\mathrm{d}^{2} \Gamma_{\varepsilon}(\zeta(t))}{\mathrm{d} t^{2}}\right|_{t=\hat{t}_{\varepsilon}}
$$

From (3.3) and (3.6), we get that $\left|t_{\varepsilon}-1\right|=O\left(\varepsilon^{N}\right)$ as $\varepsilon \rightarrow 0$. There also exists a point $t_{\varepsilon}^{\prime}>0$ between $t_{\varepsilon}$ and 1 such that

$$
\Gamma_{\varepsilon}\left(\zeta\left(t_{\varepsilon}\right)\right)=\Gamma_{\varepsilon}(\zeta(1))+\left.\left(t_{\varepsilon}-1\right) \frac{\mathrm{d} \Gamma_{\varepsilon}(\zeta(t))}{\mathrm{d} t}\right|_{t=t_{\varepsilon}^{\prime}}
$$

We note that $\zeta(1)=U$ and

$$
\left.\lim _{\varepsilon \rightarrow 0} \frac{\mathrm{~d} \Gamma_{\varepsilon}(\zeta(t))}{\mathrm{d} t}\right|_{t=t_{\varepsilon}^{\prime}}=0
$$

Then, it follows from proposition 2.2 that

$$
\begin{align*}
\max _{s \in[0,1]} \Gamma_{\varepsilon}\left(\zeta\left(s t_{0}\right)\right) & =\Gamma_{\varepsilon}\left(\zeta\left(t_{\varepsilon}\right)\right)=\Gamma_{\varepsilon}(U)+o\left(\varepsilon^{N}\right) \\
& =\Gamma(U)+\frac{1}{2} \int_{\mathbb{R}^{N}}\left(V_{\varepsilon}-m\right) U^{2} \mathrm{~d} x+o\left(\varepsilon^{N}\right) \\
& \leqslant E_{m}+\varepsilon^{N}\left\{\frac{U^{2}(0)}{2} \int_{\mathbb{R}^{N}}(V(x)-m) \mathrm{d} x+o(1)\right\} \quad \text { as } \varepsilon \rightarrow 0 \tag{3.7}
\end{align*}
$$

Second, we consider a case $N=2$. Here we use an idea similar to [12, 23]. We denote $h(s) \equiv-m s+f(s), H(s) \equiv-\frac{1}{2} m s^{2}+F(s)$. Define a function $g(\theta, t):(0, \infty) \times$
$(0, \infty) \rightarrow \mathbb{R}$ by

$$
g(\theta, t) \equiv \Gamma(\theta U(\cdot / t))=\frac{\theta^{2}}{2}\|\nabla U\|_{L^{2}}^{2}-t^{2} \int_{\mathbb{R}^{2}} H(\theta U) \mathrm{d} x
$$

and a function $g_{\varepsilon}(\theta, t):(0, \infty) \times(0, \infty) \rightarrow \mathbb{R}$ by

$$
g_{\varepsilon}(\theta, t) \equiv \Gamma_{\varepsilon}(\theta U(\cdot / t))=g(\theta, t)+\frac{1}{2} \int_{\mathbb{R}^{2}}\left(V_{\varepsilon}(x)-m\right) \theta^{2} U^{2}(x / t) \mathrm{d} x .
$$

Then we see that

$$
\begin{aligned}
& g_{\theta}(\theta, t)=\theta\|\nabla U\|_{L^{2}}^{2}-t^{2} \int_{\mathbb{R}^{2}} h(\theta U) U \mathrm{~d} x, \\
& g_{t}(\theta, t)=-2 t \int_{\mathbb{R}^{2}} H(\theta U) \mathrm{d} x .
\end{aligned}
$$

Then, we can find a small $\tau_{0} \in(0,1)$ such that

$$
\begin{equation*}
g_{\theta}(\theta, t)=\theta\left(\|\nabla U\|_{L^{2}}^{2}-t^{2} \int_{\mathbb{R}^{2}} \frac{h(\theta U)}{\theta U} U^{2} \mathrm{~d} x\right) \geqslant \frac{\theta}{2}\|\nabla U\|_{L^{2}}^{2}>0, \tag{3.8}
\end{equation*}
$$

for $\theta \in(0,2], t \in\left[0, \tau_{0}\right]$. Similarly, we see that if $\varepsilon>0$ is sufficiently small,

$$
\begin{align*}
\left(g_{\varepsilon}\right)_{\theta}(\theta, t) & =g_{\theta}(\theta, t)+\theta \int_{\mathbb{R}^{2}}\left(V_{\varepsilon}(x)-m\right) U^{2}(x / t) \mathrm{d} x \\
& >\frac{1}{4} \theta\|\nabla U\|_{L^{2}}^{2}>0 \quad \text { for } \theta \in(0,2], t \in\left[0, \tau_{0}\right] . \tag{3.9}
\end{align*}
$$

Since $U$ satisfies (2.1) and (2.2), we get

$$
\int_{\mathbb{R}^{2}} H(U)=0, \quad \int_{\mathbb{R}^{2}} h(U) U \mathrm{~d} x=\|\nabla U\|_{L^{2}}^{2}>0 .
$$

Thus there exist constants $\theta_{1}, \theta_{2}>0$ satisfying $\theta_{1}<1<\theta_{2}<2$ such that

$$
\begin{equation*}
\frac{\partial}{\partial \theta} \int_{\mathbb{R}^{2}} H(\theta U) \mathrm{d} x=\int_{\mathbb{R}^{2}} h(\theta U) U \mathrm{~d} x>\frac{1}{2}\|\nabla U\|_{L^{2}}^{2}>0 \quad \text { for } \theta \in\left[\theta_{1}, \theta_{2}\right] . \tag{3.10}
\end{equation*}
$$

From the exponential decaying property of $|\nabla U|$ in (2.3), we see that, for $\tau_{0} \leqslant t$, $\theta_{1} \leqslant \theta \leqslant \theta_{2}$,

$$
\begin{align*}
\left(g_{\varepsilon}\right)_{t \theta}(\theta, t) & =-2 t \int_{\mathbb{R}^{2}} h(\theta U) U \mathrm{~d} x+2 \theta \int_{\mathbb{R}^{2}}\left(V_{\varepsilon}(x)-m\right) U(x / t) \nabla U(x / t) \cdot\left(-x / t^{2}\right) \mathrm{d} x \\
& \leqslant-2 \tau_{0} \int_{\mathbb{R}^{2}} h(\theta U) U \mathrm{~d} x+2 \theta \int_{\mathbb{R}^{2}}\left(V_{\varepsilon}(x)-m\right) U(x / t) \nabla U(x / t) \cdot\left(-x / t^{2}\right) \mathrm{d} x \\
& \leqslant-\tau_{0}\|\nabla U\|_{L^{2}}^{2}+2 \theta \int_{\mathbb{R}^{2}}\left(V_{\varepsilon}(x)-m\right) U(x / t) \nabla U(x / t) \cdot\left(-x / t^{2}\right) \mathrm{d} x \\
& \leqslant-\frac{\tau_{0}}{2}\|\nabla U\|_{L^{2}}^{2} \\
& <0, \tag{3.11}
\end{align*}
$$

$$
\begin{align*}
\left(g_{\varepsilon}\right)_{t}\left(\theta_{1}, t\right) & =-2 t \int_{\mathbb{R}^{2}} H\left(\theta_{1} U\right) \mathrm{d} x+\int_{\mathbb{R}^{2}}\left(V_{\varepsilon}(x)-m\right) \theta_{1}^{2} U(x / t) \nabla U(x / t) \cdot\left(-x / t^{2}\right) \mathrm{d} x \\
& \geqslant-2 \tau_{0} \int_{\mathbb{R}^{2}} H\left(\theta_{1} U\right) \mathrm{d} x+\int_{\mathbb{R}^{2}}\left(V_{\varepsilon}(x)-m\right) \theta_{1}^{2} U(x / t) \nabla U(x / t) \cdot\left(-x / t^{2}\right) \mathrm{d} x \\
& \geqslant-\tau_{0} \int_{\mathbb{R}^{2}} H\left(\theta_{1} U\right) \mathrm{d} x \\
& >0 \tag{3.12}
\end{align*}
$$

and

$$
\begin{align*}
\left(g_{\varepsilon}\right)_{t}\left(\theta_{2}, t\right) & =-2 t \int_{\mathbb{R}^{2}} H\left(\theta_{2} U\right) \mathrm{d} x+\int_{\mathbb{R}^{2}}\left(V_{\varepsilon}(x)-m\right) \theta_{2}^{2} U(x / t) \nabla U(x / t) \cdot\left(-x / t^{2}\right) \mathrm{d} x \\
& \leqslant-2 \tau_{0} \int_{\mathbb{R}^{2}} H\left(\theta_{2} U\right) \mathrm{d} x+\int_{\mathbb{R}^{2}}\left(V_{\varepsilon}(x)-m\right) \theta_{2}^{2} U(x / t) \nabla U(x / t) \cdot\left(-x / t^{2}\right) \mathrm{d} x \\
& \leqslant-\tau_{0} \int_{\mathbb{R}^{2}} H\left(\theta_{2} U\right) \mathrm{d} x \\
& <0 \tag{3.13}
\end{align*}
$$

if $\varepsilon>0$ is sufficiently small. Applying the mean-value theorem and the implicit function theorem to (3.11)-(3.13), we see that there exists a continuous function $\theta_{\varepsilon}:\left[\tau_{0}, \infty\right) \rightarrow \mathbb{R}$ such that $\theta_{\varepsilon}(t) \in\left(\theta_{1}, \theta_{2}\right)$ satisfies

$$
\left(g_{\varepsilon}\right)_{t}(\theta, t) \begin{cases}>0 & \text { for } \theta \in\left[\theta_{1}, \theta_{\varepsilon}(t)\right)  \tag{3.14}\\ =0 & \text { for } \theta=\theta_{\varepsilon}(t) \\ <0 & \text { for } \theta \in\left(\theta_{\varepsilon}(t), \theta_{2}\right]\end{cases}
$$

Moreover, there exists $C>0$ such that for $t \geqslant \tau_{0}$

$$
\begin{equation*}
\left|\left(g_{\varepsilon}\right)_{t}(1, t)\right|=\left|\int_{\mathbb{R}^{2}}\left(V_{\varepsilon}(x)-m\right) U(x / t) \nabla U(x / t) \cdot\left(x / t^{2}\right) \mathrm{d} x\right| \leqslant C \varepsilon^{2} \tag{3.15}
\end{equation*}
$$

if $\varepsilon>0$ is sufficiently small. From (3.11), there exists a constant $D>0$ such that $\left|\theta_{\varepsilon}(t)-1\right| \leqslant D \varepsilon^{2}$ for $t \geqslant \tau_{0}$ and small $\varepsilon>0$. Now we define that

$$
\left.\begin{array}{l}
\inf _{t \geqslant \tau_{0}} \theta_{\varepsilon}(t) \equiv \underline{\theta_{\varepsilon}},  \tag{3.16}\\
\sup _{t \geqslant \tau_{0}} \theta_{\varepsilon}(t) \equiv \overline{\theta_{\varepsilon}}
\end{array}\right\}
$$

Then, we get that for small $\varepsilon>0,\left|\underline{\theta_{\varepsilon}}-1\right| \leqslant D \varepsilon^{2}$ and $\left|\overline{\theta_{\varepsilon}}-1\right| \leqslant D \varepsilon^{2}$; this implies that $\underline{\theta_{\varepsilon}}-D \varepsilon^{2} \leqslant 1 \leqslant \overline{\theta_{\varepsilon}}+D \varepsilon^{2}$. For $\overline{t \geqslant} \tau_{0}$, we see that

$$
\left.\begin{array}{l}
\left(g_{\varepsilon}\right)_{t}\left(\underline{\theta_{\varepsilon}}-D \varepsilon^{2}, t\right)>0  \tag{3.17}\\
\left(g_{\varepsilon}\right)_{t}\left(\overline{\theta_{\varepsilon}}+D \varepsilon^{2}, t\right)<0
\end{array}\right\}
$$

For small $\varepsilon>0$, let $\hat{\zeta}(s)=(\theta(s), t(s)):[0, \infty) \rightarrow \mathbb{R}^{2}$ be a piecewise linear injective curve joining

$$
\begin{equation*}
\left(0, \tau_{0}\right) \rightarrow\left(\underline{\theta_{\varepsilon}}-D \varepsilon^{2}, \tau_{0}\right) \rightarrow\left(\underline{\theta_{\varepsilon}}-D \varepsilon^{2}, 1\right) \rightarrow\left(\overline{\theta_{\varepsilon}}+D \varepsilon^{2}, 1\right) \rightarrow\left(\overline{\theta_{\varepsilon}}+D \varepsilon^{2}, \infty\right) \tag{3.18}
\end{equation*}
$$

where each line segment in the image of $\tilde{\zeta}$ is parallel to axes. Let $0 \equiv \hat{s}_{0}<\hat{s}_{1}<\cdots<$ $\hat{s}_{4} \equiv \infty$ be such that for each $i=0, \ldots, 4, \hat{\zeta}\left(\hat{s}_{i}\right)$ is the end point of a linear segment of the piecewise linear curve $\hat{\zeta}$. Then, we see that the function $s \mapsto \Gamma_{\varepsilon}(\theta(s) U(x / t(s)))$ is strictly increasing on $\left(\hat{s}_{0}, \hat{s}_{1}\right)$, $\left(\hat{s}_{1}, \hat{s}_{2}\right)$ by (3.9), (3.17) respectively. We also see that the function $s \mapsto \Gamma_{\varepsilon}(\theta(s) U(x / t(s)))$ is strictly decreasing on $\left(\hat{s}_{3}, \hat{s}_{4}\right)$ by (3.17). There exists $s_{0}>0$ such that $\Gamma_{\varepsilon}\left(\theta\left(s_{0}\right) U\left(\cdot / t\left(s_{0}\right)\right)\right)<-1$, where $\theta\left(s_{0}\right)=\overline{\theta_{\varepsilon}}+D \varepsilon^{2}$ and $t\left(s_{0}\right)>1$. Now for $N=2$, we define $\zeta(s)(x)=\theta(s) U(x / t(s))$, which is actually dependent on $\varepsilon>0$. From the monotone property of $\Gamma_{\varepsilon}(\zeta(\cdot))$ on $\left(\hat{s}_{i}, \hat{s}_{i+1}\right), i=$ $0,1,3$, we get that

$$
\max _{s \in\left[0, s_{0}\right]} \Gamma_{\varepsilon}(\zeta(s))=\Gamma_{\varepsilon}\left(\theta_{\varepsilon} U\right) \quad \text { for some } \theta_{\varepsilon} \in\left[\underline{\theta_{\varepsilon}}-D \varepsilon^{2}, \overline{\theta_{\varepsilon}}+D \varepsilon^{2}\right]
$$

Now we note that there exists $\hat{\theta}_{\varepsilon}>0$ between 1 and $\theta_{\varepsilon}$ satisfying

$$
\begin{equation*}
\Gamma\left(\theta_{\varepsilon} U\right)=\Gamma(U)+\left.\left(\theta_{\varepsilon}-1\right) \frac{\mathrm{d} \Gamma(\theta U)}{\mathrm{d} \theta}\right|_{\theta=\hat{\theta}_{\varepsilon}} \tag{3.19}
\end{equation*}
$$

Since $\left|\theta_{\varepsilon}-1\right| \leqslant 2 D \varepsilon^{2}$, it follows that

$$
\left.\lim _{\varepsilon \rightarrow 0} \frac{\mathrm{~d} \Gamma(\theta U)}{\mathrm{d} \theta}\right|_{\theta=\hat{\theta}_{\varepsilon}}=0
$$

Then, it follows from proposition (2.2) that

$$
\begin{align*}
\max _{s \in\left[0, s_{0}\right]} \Gamma_{\varepsilon}(\zeta(s)) & =\Gamma_{\varepsilon}\left(\theta_{\varepsilon} U\right) \\
& =\Gamma\left(\theta_{\varepsilon} U\right)+\frac{1}{2} \int_{\mathbb{R}^{2}}\left(V_{\varepsilon}(x)-m\right) \theta_{\varepsilon}^{2} U^{2}(x) \mathrm{d} x \\
& =\Gamma(U)+\left.\left(\theta_{\varepsilon}-1\right) \frac{\mathrm{d} \Gamma(\theta U)}{\mathrm{d} \theta}\right|_{\theta=\hat{\theta}_{\varepsilon}}+\frac{1}{2} \int_{\mathbb{R}^{2}}\left(V_{\varepsilon}(x)-m\right) \theta_{\varepsilon}^{2} U^{2}(x) \mathrm{d} x \\
& \leqslant E_{m}+\frac{\varepsilon^{2}}{2}\left\{U^{2}(0) \int_{\mathbb{R}^{2}}(V(x)-m) \mathrm{d} x+o(1)\right\} \quad \text { as } \varepsilon \rightarrow 0 \tag{3.20}
\end{align*}
$$

Finally, we consider the case $N=1$. We note that $S_{m}$ consists of one element $U \in H^{1}(\mathbb{R})$ and, in addition, $U(0)=T$, where $T>0$ is given in (F3). Let $\rho>0$ and define $q: \mathbb{R} \rightarrow \mathbb{R}$ by

$$
q(x)= \begin{cases}U(x), & x \in[0, \infty)  \tag{3.21}\\ x^{4}+U(0), & x \in[-\rho, 0] \\ \rho^{4}+U(0), & x \in(-\infty,-\rho]\end{cases}
$$

From (F3) and $U(0)=T$, we can choose $\rho>0$ so that for $x \in[-\rho, 0)$

$$
\begin{align*}
\frac{1}{2}\left(q^{\prime}(x)\right)^{2}+\frac{1}{2} m q^{2}(x)-F(q(x)) & =8 x^{6}+\frac{1}{2} m\left(x^{4}+U(0)\right)^{2}-F\left(x^{4}+U(0)\right) \\
& <0 \tag{3.22}
\end{align*}
$$

Now defining $\zeta:(0, \infty) \rightarrow H^{1}(\mathbb{R})$ by

$$
\zeta(t)(x)=q(|x|-\ln t) \quad \text { and } \quad \zeta(0)=0
$$

we see that $\zeta:[0, \infty) \rightarrow H^{1}(\mathbb{R})$ is continuous. Using (3.22) and (F3), it is easy to see that

$$
\Gamma(\zeta(t))= \begin{cases}E_{m}+\int_{-\ln t}^{0}\left|U^{\prime}(x)\right|^{2}+m U^{2}(x)-2 F(U(x)) \mathrm{d} x<E_{m}, & 0<t<1,  \tag{3.23}\\ E_{m}+\int_{-\ln t}^{0}\left|q^{\prime}(x)\right|^{2}+m q^{2}(x)-2 F(q(x)) \mathrm{d} x<E_{m}, & t>1 .\end{cases}
$$

From (3.22), it follows that

$$
\begin{align*}
\Gamma(\zeta(t)) & \leqslant E_{m}+\int_{-\ln t}^{-\rho}\left|q^{\prime}(x)\right|^{2}+m q^{2}(x)-2 F(q(x)) \mathrm{d} x \\
& =E_{m}+(\ln t-\rho)\left\{m\left(\rho^{4}+U(0)\right)^{2}-2 F\left(\rho^{4}+U(0)\right)\right\} \rightarrow-\infty \quad \text { as } t \rightarrow \infty \tag{3.24}
\end{align*}
$$

Since

$$
\Gamma_{\varepsilon}(\zeta(t))=\Gamma(\zeta(t))+\frac{1}{2} \int\left(V_{\varepsilon}-m\right)(\zeta(t))^{2} \mathrm{~d} x=\Gamma(\zeta(t))+O(\varepsilon)
$$

there exists some large $t_{0}>0$ such that $\Gamma_{\varepsilon}\left(\zeta\left(t_{0}\right)\right)<-1$. Now we define

$$
Q(x)= \begin{cases}\left|U^{\prime}(x)\right|^{2}+m U^{2}(x)-2 F(U(x)) & \text { for } x \geqslant 0  \tag{3.25}\\ \left|q^{\prime}(x)\right|^{2}+m q^{2}(x)-2 F(q(x)) & \text { for } x \leqslant 0\end{cases}
$$

We see that

$$
\begin{equation*}
\Gamma_{\varepsilon}(\zeta(t))=E_{m}+\int_{-\ln t}^{0} Q(x) \mathrm{d} x+\frac{1}{2} \int\left(V_{\varepsilon}-m\right)(\zeta(t))^{2} \mathrm{~d} x \tag{3.26}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\mathrm{d} \Gamma_{\varepsilon}(\zeta(t))}{\mathrm{d} t}=\frac{Q(-\ln t)}{t}+\int\left(V_{\varepsilon}-m\right) \zeta(t) \frac{\partial \zeta(t)}{\partial t} \mathrm{~d} x \tag{3.27}
\end{equation*}
$$

where, for $H(t)=-m t^{2} / 2+F(t)$,

$$
Q(-\ln t)= \begin{cases}\left|U^{\prime}(-\ln t)\right|^{2}-2 H(U(-\ln t)) & \text { for } 0<t<1  \tag{3.28}\\ 16(-\ln t)^{6}-2 H\left((-\ln t)^{4}+U(0)\right) & \text { for } 1<t<\mathrm{e}^{\rho} \\ -2 H\left(\rho^{4}+U(0)\right) & \text { for } t>\mathrm{e}^{\rho}\end{cases}
$$

Now we see that $\mathrm{d} \Gamma_{\varepsilon}(\zeta(t)) / \mathrm{d} t$ is continuous on $\left\{t \mid 0<t<\mathrm{e}^{\rho}\right\}$. From the exponential decaying property of $\left|U^{\prime}(x)\right|$, we have that

$$
\left|\frac{\partial \zeta(t)(x)}{\partial t}\right|= \begin{cases}\left|U^{\prime}(|x|-\ln t) / t\right| \leqslant 1 & \text { for } 0 \leqslant t<\mathrm{e}^{|x|}  \tag{3.29}\\ \left|4(|x|-\ln t)^{3} / t\right| \leqslant 4 \rho^{3} & \text { for } \mathrm{e}^{|x|}<t<\mathrm{e}^{\rho+|x|} \\ 0 & \text { for } \mathrm{e}^{\rho+|x|}<t\end{cases}
$$

Then we get that

$$
\int\left(V_{\varepsilon}-m\right) \zeta(t) \frac{\partial \zeta(t)}{\partial t} \mathrm{~d} x=O(\varepsilon) \quad \text { as } \varepsilon \rightarrow 0
$$

We note that

$$
\begin{align*}
& \lim _{\varepsilon \rightarrow 0} \frac{\mathrm{~d} \Gamma_{\varepsilon}(\zeta(t))}{\mathrm{d} t} \\
& = \begin{cases}\frac{\left|U^{\prime}(-\ln t)\right|^{2}+m U^{2}(-\ln t)-2 F(U(-\ln t))}{t}>0, & 0<t<1, \\
\frac{16(-\ln t)^{6}+m\left((-\ln t)^{4}+U(0)\right)^{2}-2 F\left((-\ln t)^{4}+U(0)\right)}{t}<0, & 1<t<\mathrm{e}^{\rho}, \\
\frac{m\left(\rho^{4}+U(0)\right)^{2}-2 F\left(\rho^{4}+U(0)\right)}{t}<0, & t>\mathrm{e}^{\rho} .\end{cases} \tag{3.30}
\end{align*}
$$

Thus, $\Gamma_{\varepsilon}(\zeta(t))$ has a maximum at $t_{\varepsilon}$ such that $\lim _{\varepsilon \rightarrow 0} t_{\varepsilon}=1$. Also we have that

$$
\zeta\left(t_{\varepsilon}\right)(x)-U(x)= \begin{cases}U\left(|x|-\ln t_{\varepsilon}\right)-U(x) & \text { for }|x|-\ln t_{\varepsilon} \geqslant 0  \tag{3.31}\\ \left(|x|-\ln t_{\varepsilon}\right)^{4}+U(0)-U(x) & \text { for }-\rho<|x|-\ln t_{\varepsilon} \leqslant 0 \\ \rho^{4}+U(0)-U(x) & \text { for }-\infty<|x|-\ln t_{\varepsilon}<-\rho\end{cases}
$$

Since $\lim _{\varepsilon \rightarrow 0}\left(\ln t_{\varepsilon}-\rho\right)<-\rho / 2<0$, we get that

$$
\zeta\left(t_{\varepsilon}\right)(x)-U(x)= \begin{cases}U\left(|x|-\ln t_{\varepsilon}\right)-U(x) & \text { for }|x|-\ln t_{\varepsilon} \geqslant 0  \tag{3.32}\\ \left(|x|-\ln t_{\varepsilon}\right)^{4}+U(0)-U(x) & \text { for }-\ln t_{\varepsilon} \leqslant|x|-\ln t_{\varepsilon} \leqslant 0\end{cases}
$$

Thus, we obtain that $\max _{x \in \mathbb{R}}\left|\zeta\left(t_{\varepsilon}\right)(x)-U(x)\right|=o(1)$ as $\varepsilon \rightarrow 0$. Moreover, we have from (3.23) that $\max _{t \in[0, \infty)} \Gamma(\zeta(t))=\Gamma(\zeta(1))=\Gamma(U)=E_{m}$. Then, it follows from proposition 2.2 that

$$
\begin{align*}
\max _{t \in\left[0, t_{0}\right]} \Gamma_{\varepsilon}(\zeta(t)) & =\Gamma_{\varepsilon}\left(\zeta\left(t_{\varepsilon}\right)\right) \\
& =\Gamma\left(\zeta\left(t_{\varepsilon}\right)\right)+\frac{1}{2} \int\left(V_{\varepsilon}-m\right)\left(\zeta\left(t_{\varepsilon}\right)\right)^{2} \mathrm{~d} x \\
& =\Gamma\left(\zeta\left(t_{\varepsilon}\right)\right)+\frac{1}{2} \int\left(V_{\varepsilon}-m\right) U^{2} \mathrm{~d} x+\frac{1}{2} \int\left(V_{\varepsilon}-m\right)\left(\left(\zeta\left(t_{\varepsilon}\right)\right)^{2}-U^{2}\right) \mathrm{d} x \\
& \leqslant E_{m}+\frac{\varepsilon}{2}\left\{U^{2}(0) \int(V(x)-m) \mathrm{d} x+o(1)\right\} \quad \text { as } \varepsilon \rightarrow 0 \tag{3.33}
\end{align*}
$$

Lastly, the property $\zeta(t) \in X^{\alpha} \cup \Gamma_{\varepsilon}^{E_{m}-\beta}$ comes directly from the construction of $\zeta$.

For a path $\zeta$ in proposition 3.1, we take a sufficiently large $G>0$ satisfying

$$
G>2 \max _{0 \leqslant s \leqslant 1}\left\{\operatorname{dist}\left(\zeta\left(s t_{0}\right), X\right)\right\} .
$$

We define

$$
\begin{gathered}
\Phi \equiv\left\{\gamma \in C\left([0,1], X^{G}\right) \mid \gamma(0)=0 \text { and } \gamma(1)=\zeta\left(t_{0}\right)\right\} \\
D_{\varepsilon}=\max _{s \in[0,1]} \Gamma_{\varepsilon}\left(\zeta\left(s t_{0}\right)\right)
\end{gathered}
$$

and

$$
C_{\varepsilon}=\inf _{\gamma \in \Phi} \max _{s \in[0,1]} \Gamma_{\varepsilon}(\gamma(s))
$$

Here we note that the min-max value $C_{\varepsilon}$ is a local, not global, mountain-pass level since $\Phi \subset C\left([0,1], X^{G}\right)$.

From proposition 3.1, it follows that

$$
C_{\varepsilon} \leqslant D_{\varepsilon} \leqslant E_{m}+\frac{\varepsilon^{N}}{2}\left\{U^{2}(0) \int_{\mathbb{R}^{N}}(V(x)-m) \mathrm{d} x+o(1)\right\}<E_{m} \quad \text { as } \varepsilon \rightarrow 0
$$

Now we get the following lower estimation of $C_{\varepsilon}$.
Proposition 3.2. $E_{m} \leqslant \liminf _{\varepsilon \rightarrow 0} C_{\varepsilon}$.
Proof. On the contrary, we assume that $\liminf _{\varepsilon \rightarrow 0} C_{\varepsilon}<E_{m}$. Then, there exists $\alpha>0, \varepsilon_{n} \rightarrow 0$ and $\gamma_{n} \in \Phi$ satisfying $\Gamma_{\varepsilon_{n}}\left(\gamma_{n}(s)\right)<E_{m}-\alpha$ for $s \in[0,1]$.

We see from (V2) that for any $k>0$, there exists $R_{k}>0$ such that $|V(x)-m|<$ $1 / k$ for $|x| \geqslant R_{k}$. There is a constant $M>0$ such that

$$
\max _{s \in[0,1]}\|\gamma(s)\| \leqslant M
$$

for all $\gamma \in \Phi$, since X is bounded in $H^{1}\left(\mathbb{R}^{N}\right)$ and $\Phi \subset C\left([0,1], X^{G}\right)$. From the facts $\Gamma\left(\gamma_{n}(0)\right)=0, \Gamma\left(\gamma_{n}(1)\right)<0$ and the results in [22] and [23] which state that

$$
E_{m} \leqslant \max _{s \in[0,1]} \Gamma(\eta(s))
$$

for any $\eta \in C\left([0,1], H^{1}\left(\mathbb{R}^{N}\right)\right)$ satisfying $\eta(0)=0$ and $\Gamma(\eta(1))<0$, we see that

$$
\begin{equation*}
\max _{s \in[0,1]} \Gamma\left(\gamma_{n}(s)\right) \geqslant E_{m} \tag{3.34}
\end{equation*}
$$

From the Sobolev inequality in [1] and the Hölder inequality, there exist some constants $c, C>0$ such that for any $k, n>0$,

$$
\begin{aligned}
& E_{m}-\alpha \\
& \quad \geqslant \max _{s \in[0,1]} \Gamma_{\varepsilon_{n}}\left(\gamma_{n}(s)\right) \\
& \geqslant \max _{s \in[0,1]}\left\{\Gamma\left(\gamma_{n}(s)\right)-\frac{1}{2}\left|\int_{|x| \geqslant \varepsilon_{n} R_{k}}\left(V_{\varepsilon_{n}}-m\right) \gamma_{n}^{2}(s) \mathrm{d} x\right|\right. \\
& \left.\geqslant E_{m}-\frac{1}{2}\left|\int_{|x| \leqslant \varepsilon_{n} R_{k}}\left(V_{\varepsilon_{n}}-m\right) \gamma_{n}^{2}(s) \mathrm{d} x\right|\right\} \\
& \max _{s \in 1]}\left\{\left|\int_{|x| \geqslant \varepsilon_{n} R_{k}}\left(V_{\varepsilon_{n}}-m\right) \gamma_{n}^{2}(s) \mathrm{d} x\right|-\left|\int_{|x| \leqslant \varepsilon_{n} R_{k}}\left(V_{\varepsilon_{n}}-m\right) \gamma_{n}^{2}(s) \mathrm{d} x\right|\right\}
\end{aligned}
$$

$$
\begin{align*}
& \geqslant \begin{cases}E_{m}-\frac{1}{2 k} \max _{s \in[0,1]} \int_{\mathbb{R}^{N}} \gamma_{n}^{2}(s) \mathrm{d} x-c \max _{s \in[0,1]}\left(\varepsilon_{n} R_{k}\right)^{2}\left\|\gamma_{n}\right\|_{L^{2} N(N-2)}^{2} & \text { for } N \geqslant 3, \\
E_{m}-\frac{1}{2 k} \max _{s \in[0,1]} \int_{\mathbb{R}^{N}} \gamma_{n}^{2}(s) \mathrm{d} x-c \max _{s \in[0,1]}\left(\varepsilon_{n} R_{k}\right)\left\|\gamma_{n}\right\|_{L^{4}}^{2} & \text { for } N=2, \\
E_{m}-\frac{1}{2 k} \max _{s \in[0,1]} \int_{\mathbb{R}^{N}} \gamma_{n}^{2}(s) \mathrm{d} x-c \max _{s \in[0,1]}\left(\varepsilon_{n} R_{k}\right)\left\|\gamma_{n}\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}^{2} & \text { for } N=1,\end{cases} \\
& \geqslant \begin{cases}E_{m}-\frac{M^{2}}{2 k}-C\left(\varepsilon_{n} R_{k}\right)^{2} M^{2} & \text { for } N \geqslant 3, \\
E_{m}-\frac{M^{2}}{2 k}-C\left(\varepsilon_{n} R_{k}\right) M^{2} & \text { for } N=1,2 .\end{cases} \tag{3.35}
\end{align*}
$$

Taking $k>0$ such that $M^{2} / k \leqslant \alpha$ and sufficiently large $n>0$, we get a contradiction.

Proposition 3.3. Let $d_{1}>d_{2}>0$ be sufficiently small. There exist constants $w>0$ and $\varepsilon_{0}>0$ such that $\left\|\Gamma_{\varepsilon}^{\prime}(u)\right\| \geqslant w$ for $u \in \Gamma_{\varepsilon}^{D_{\varepsilon}} \cap\left(X^{d_{1}} \backslash X^{d_{2}}\right)$ and $0<\varepsilon \leqslant \varepsilon_{0}$.

Proof. On the contrary, we suppose that, for small $d_{1}>d_{2}>0$, there exists $\left\{\varepsilon_{i}\right\}_{i=1}^{\infty}$ with $\lim _{i \rightarrow \infty} \varepsilon_{i}=0$ and $u_{\varepsilon_{i}} \in X^{d_{1}} \backslash X^{d_{2}}$ satisfying $\lim _{i \rightarrow \infty}\left\|\Gamma_{\varepsilon_{i}}^{\prime}\left(u_{\varepsilon_{i}}\right)\right\|=0$ and $\Gamma_{\varepsilon_{i}}\left(u_{\varepsilon_{i}}\right) \leqslant D_{\varepsilon_{i}}$. For the sake of convenience we write $\varepsilon$ for $\varepsilon_{i}$. Now we set $u_{\varepsilon}=z_{\varepsilon}\left(\cdot-a_{\varepsilon}\right)+w_{\varepsilon}$ where $z_{\varepsilon} \in S_{m}, a_{\varepsilon} \in \mathbb{R}^{N}$, and $d_{2} \leqslant\left\|w_{\varepsilon}\right\| \leqslant d_{1}$. Then,

$$
\eta_{\varepsilon}=u_{\varepsilon}\left(\cdot+a_{\varepsilon}\right) \in X^{d_{1}} \backslash X^{d_{2}}
$$

We see from (V2) that, for any $k>0$, there exists $R_{k}>0$ such that $|V(x)-m|<1 / k$ for $|x| \geqslant R_{k}$. By the Sobolev inequalities in [1] and Hölder's inequality, it follows that, for some constant $C>0$,

$$
\begin{align*}
& \Gamma_{\varepsilon}\left(\eta_{\varepsilon}\right)= \Gamma_{\varepsilon}\left(u_{\varepsilon}\right)+\frac{1}{2} \int_{\mathbb{R}^{N}}\left(V_{\varepsilon}(x)-m\right)\left(\eta_{\varepsilon}^{2}(x)-u_{\varepsilon}^{2}(x)\right) \mathrm{d} x \\
&= \Gamma_{\varepsilon}\left(u_{\varepsilon}\right)+\frac{1}{2} \int_{|x| \geqslant \varepsilon R_{k}}\left(V_{\varepsilon}(x)-m\right)\left(\eta_{\varepsilon}^{2}(x)-u_{\varepsilon}^{2}(x)\right) \mathrm{d} x \\
&+\frac{1}{2} \int_{|x| \leqslant \varepsilon R_{k}}\left(V_{\varepsilon}(x)-m\right)\left(\eta_{\varepsilon}^{2}(x)-u_{\varepsilon}^{2}(x)\right) \mathrm{d} x \\
& \leqslant \begin{cases}D_{\varepsilon}+\frac{\left\|u_{\varepsilon}\right\|^{2}}{k}+C\left(\varepsilon R_{k}\right)^{2}\left\|u_{\varepsilon}\right\|_{L^{2 N /(N-2)}\left(\mathbb{R}^{N}\right)}^{2} & \text { for } N \geqslant 3 \\
D_{\varepsilon}+\frac{\left\|u_{\varepsilon}\right\|^{2}}{k}+C \varepsilon R_{k}\left\|u_{\varepsilon}\right\|_{L^{4}\left(\mathbb{R}^{N}\right)}^{2} \\
D_{\varepsilon}+\frac{\left\|u_{\varepsilon}\right\|^{2}}{k}+C \varepsilon R_{k}\left\|u_{\varepsilon}\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}^{2} & \text { for } N=2\end{cases} \\
& \leqslant \text { for } N=1  \tag{3.36}\\
& D_{\varepsilon}+\left\|u_{\varepsilon}\right\|^{2}\left(\frac{1}{k}+C\left(\varepsilon R_{k}\right)^{2}\right) \quad \text { for } N \geqslant 3, \\
& D_{\varepsilon}+\left\|u_{\varepsilon}\right\|^{2}\left(\frac{1}{k}+C \varepsilon R_{k}\right) \quad \text { for } N=1,2 .
\end{align*}
$$

Since X is norm bounded and $k>0$ is arbitrary, it follows that

$$
\begin{equation*}
\limsup _{\varepsilon \rightarrow 0} \Gamma_{\varepsilon}\left(\eta_{\varepsilon}\right) \leqslant E_{m} \tag{3.37}
\end{equation*}
$$

Given any $v \in C_{0}^{\infty}\left(\mathbb{R}^{N}\right),\|v\| \leqslant 1$, and $k>0$, we see, as in the above estimate of $\Gamma_{\varepsilon}\left(\eta_{\varepsilon}\right)$, that for some $C>0$,

$$
\begin{aligned}
\left|\Gamma_{\varepsilon}^{\prime}\left(\eta_{\varepsilon}\right)(v)\right| & =\left|\Gamma_{\varepsilon}^{\prime}\left(u_{\varepsilon}\right)\left(v\left(\cdot-a_{\varepsilon}\right)\right)+\int_{\mathbb{R}^{N}} V_{\varepsilon}\left(\eta_{\varepsilon} v-u_{\varepsilon} v\left(\cdot-a_{\varepsilon}\right)\right) \mathrm{d} x\right| \\
& \leqslant\left\|\Gamma_{\varepsilon}^{\prime}\left(u_{\varepsilon}\right)\right\|+\left|\int_{\mathbb{R}^{N}}\left(V_{\varepsilon}-m\right)\left(\eta_{\varepsilon} v-u_{\varepsilon} v\left(\cdot-a_{\varepsilon}\right)\right) \mathrm{d} x\right| \\
& \leqslant\left\{\begin{array}{l}
\left\|\Gamma_{\varepsilon}^{\prime}\left(u_{\varepsilon}\right)\right\|+\left\|u_{\varepsilon}\right\|\left(\frac{1}{k}+C\left(\varepsilon R_{k}\right)\right) \quad \text { for } N \geqslant 3 \\
\left\|\Gamma_{\varepsilon}^{\prime}\left(u_{\varepsilon}\right)\right\|+\left\|u_{\varepsilon}\right\|\left(\frac{1}{k}+C\left(\varepsilon R_{k}\right)^{1 / 2}\right) \quad \text { for } N=1,2
\end{array}\right.
\end{aligned}
$$

Thus, it follows that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0}\left\|\Gamma_{\varepsilon}^{\prime}\left(\eta_{\varepsilon}\right)\right\|=0 \tag{3.38}
\end{equation*}
$$

By the compactness of $S_{m}$ in $H^{1}\left(\mathbb{R}^{N}\right)$, there exists $z \in S_{m}$ such that $z_{\varepsilon} \rightarrow z$ in $H^{1}\left(\mathbb{R}^{N}\right)$. Then, for sufficiently small $\varepsilon>0$, it follows that

$$
\left\|\eta_{\varepsilon}-z\right\|=\left\|\left(z_{\varepsilon}-z\right)+w_{\varepsilon}\left(\cdot+a_{\varepsilon}\right)\right\| \leqslant 2 d_{1}
$$

Moreover, there exists $\eta \in H^{1}\left(\mathbb{R}^{N}\right)$ such that $\eta_{\varepsilon} \rightharpoonup \eta$ weakly, up to a subsequence, in $H^{1}\left(\mathbb{R}^{N}\right)$ as $\varepsilon \rightarrow 0$.

Now we claim that $\eta_{\varepsilon} \rightarrow \eta$ strongly in $H^{1}\left(\mathbb{R}^{N}\right)$. In fact, suppose that there exists $x_{\varepsilon} \in \mathbb{R}^{N}$ with $\lim _{\varepsilon \rightarrow 0}\left|x_{\varepsilon}\right|=\infty$ such that, for some $R>0$,

$$
\limsup _{\varepsilon \rightarrow 0} \int_{B\left(x_{\varepsilon}, R\right)}\left(\eta_{\varepsilon}\right)^{2} \mathrm{~d} x>0
$$

We may assume that $\eta_{\varepsilon}\left(\cdot+x_{\varepsilon}\right)$ converges weakly to $\eta^{\prime} \in H^{1}\left(\mathbb{R}^{N}\right) \backslash\{0\}$. Then, it is easy to see that

$$
\Delta \eta^{\prime}-m \eta^{\prime}+f\left(\eta^{\prime}\right)=0, \quad \eta^{\prime}>0 \quad \text { in } \mathbb{R}^{N}
$$

Then, from the Pohozaev identity we see that

$$
\Gamma\left(\eta^{\prime}\right)=\frac{1}{N}\left\|\nabla \eta^{\prime}\right\|_{L^{2}}^{2} \geqslant E_{m}
$$

For large $R>0$, it holds that

$$
\begin{equation*}
\limsup _{\varepsilon \rightarrow 0} \int_{B\left(x_{\varepsilon}, R\right)}\left|\nabla \eta_{\varepsilon}\right|^{2} \mathrm{~d} y \geqslant \frac{1}{2} \int_{\mathbb{R}^{N}}\left|\nabla \eta^{\prime}\right|^{2} \mathrm{~d} y=\frac{1}{2} N \Gamma\left(\eta^{\prime}\right) \geqslant \frac{1}{2} N E_{m} \tag{3.39}
\end{equation*}
$$

We take $d_{1}>0$ satisfying $d_{1}<\frac{1}{4} \sqrt{N E_{m} / 2}$. Then, we get a contradiction since $\lim _{\varepsilon \rightarrow 0}\left|x_{\varepsilon}\right|=\infty$ and $\left\|\eta_{\varepsilon}-z\right\| \leqslant 2 d_{1}$. Thus, we get that

$$
\limsup _{|y| \rightarrow \infty} \int_{B(y, R)}\left(\eta_{\varepsilon}\right)^{p+1} \mathrm{~d} x=\limsup _{|y| \rightarrow \infty} \int_{B(y, R)}\left(\eta_{\varepsilon}\right)^{2} \mathrm{~d} x=0
$$

uniformly for small $\varepsilon>0$. Applying [29, lemma 1.1] for $N \geqslant 3$, [12, lemma 1] for $N=2$ and [12, remark $1(\mathrm{i})]$ for $N=1$, we see that

$$
\lim _{R \rightarrow \infty}\left(\int_{|x| \geqslant R} F\left(\eta_{\varepsilon}\right) \mathrm{d} x\right)=0
$$

uniformly for small $\varepsilon>0$. Then, since

$$
\lim _{\varepsilon \rightarrow 0} \int_{B(0, R)} F\left(\eta_{\varepsilon}\right) \mathrm{d} x=\int_{B(0, R)} F(\eta) \mathrm{d} x
$$

we get that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \int_{\mathbb{R}^{N}} F\left(\eta_{\varepsilon}\right) \mathrm{d} x=\int_{\mathbb{R}^{N}} F(\eta) \mathrm{d} x \tag{3.40}
\end{equation*}
$$

From the weak convergence of $\eta_{\varepsilon}$ to $\eta$ in $H^{1}\left(\mathbb{R}^{N}\right),(3.37)$, (3.40) and (3.38) it follows that $E_{m} \geqslant \Gamma(\eta), \Gamma^{\prime}(\eta)=0$. From the maximum principle, it also follows that $\eta(x)>0$ for any $x \in \mathbb{R}^{N}$. Thus, we conclude that $\Gamma(\eta)=E_{m}$ and $\eta \in X$. Then, from (3.37), we get that

$$
\begin{align*}
E_{m} & =\frac{1}{2} \int_{\mathbb{R}^{N}}|\nabla \eta|^{2}+m \eta^{2} \mathrm{~d} x-\int_{\mathbb{R}^{N}} F(\eta) \mathrm{d} x \\
& \geqslant \limsup _{\varepsilon \rightarrow 0}\left(\frac{1}{2} \int_{\mathbb{R}^{N}}\left|\nabla \eta_{\varepsilon}\right|^{2}+V_{\varepsilon} \eta_{\varepsilon}^{2} \mathrm{~d} x-\int_{\mathbb{R}^{N}} F\left(\eta_{\varepsilon}\right) \mathrm{d} x\right) \\
& \geqslant \frac{1}{2} \int_{\mathbb{R}^{N}}|\nabla \eta|^{2}+m \eta^{2} \mathrm{~d} x-\int_{\mathbb{R}^{N}} F(\eta) \mathrm{d} x \\
& =E_{m} \tag{3.41}
\end{align*}
$$

From (3.40) and (3.41), we get that

$$
\lim _{\varepsilon \rightarrow 0} \int_{\mathbb{R}^{N}}\left|\nabla \eta_{\varepsilon}\right|^{2}+m \eta_{\varepsilon}^{2} \mathrm{~d} x=\int_{\mathbb{R}^{N}}|\nabla \eta|^{2}+m \eta^{2} \mathrm{~d} x
$$

This proves the strong convergence of $\eta_{\varepsilon}$ to $\eta \in X$ in $H^{1}\left(\mathbb{R}^{N}\right)$ as $\varepsilon \rightarrow 0$. This contradicts that $\eta_{\varepsilon} \in X^{d_{1}} \backslash X^{d_{2}}$ and completes the proof.

Now we can take a sufficiently small $d \in(0, G)$ such that, for $0<\|u\| \leqslant 3 d$,

$$
\begin{equation*}
\Gamma(u)>0, \quad \Gamma^{\prime}(u)(u)>0, \quad \Gamma_{\varepsilon}(u)>0, \quad \Gamma_{\varepsilon}^{\prime}(u)(u)>0 \tag{3.42}
\end{equation*}
$$

and that, for some $\omega>0$ and $\varepsilon_{0}>0$,

$$
\begin{equation*}
\left\|\Gamma_{\varepsilon}^{\prime}(u)\right\| \geqslant w \quad \text { if } u \in \Gamma_{\varepsilon}^{D_{\varepsilon}} \cap\left(X^{d} \backslash X^{d / 2}\right) \text { and } 0<\varepsilon \leqslant \varepsilon_{0} \tag{3.43}
\end{equation*}
$$

Then, proposition 3.1 implies the following proposition.
Proposition 3.4. There exists $\alpha>0$ such that, for sufficiently small $\varepsilon>0$, $\Gamma_{\varepsilon}(\zeta(t)) \geqslant C_{\varepsilon}-\alpha$ with $t \in\left(0, t_{0}\right)$ implies that $\zeta(t) \in X^{d / 2}$.

Now for small $\varepsilon>0$, we get a sequence $\left\{u_{n}\right\}_{n} \subset X^{d} \cap \Gamma_{\varepsilon}^{D_{\varepsilon}}$ with

$$
\lim _{n \rightarrow \infty} \Gamma_{\varepsilon}^{\prime}\left(u_{n}\right)=0
$$

Proposition 3.5. For sufficiently small, fixed $\varepsilon>0$ there exists a sequence

$$
\left\{u_{n}\right\}_{n=1}^{\infty} \subset X^{d} \cap \Gamma_{\varepsilon}^{D_{\varepsilon}}
$$

such that $\Gamma_{\varepsilon}^{\prime}\left(u_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$.
Proof. Since we have (3.43) and proposition 3.4, we can prove the above proposition following the same procedure as with the proof of [10, proposition 7 ], which we sketch for the reader's convenience. Suppose that proposition 3.5 does not hold for sufficiently small $\varepsilon>0$. Then, there exists $a(\varepsilon)>0$ such that $\left\|\Gamma_{\varepsilon}^{\prime}\right\| \geqslant a(\varepsilon)$ on $X^{d} \cap \Gamma_{\varepsilon}^{D_{\varepsilon}}$. Now there exists a pseudo-gradient vector field $Q_{\varepsilon}$ on a neighbourhood $Z_{\varepsilon}$ of $X^{d} \cap \Gamma_{\varepsilon}^{D_{\varepsilon}}$ for $\Gamma_{\varepsilon}$ (see [32]). Let $\chi_{\varepsilon}$ be a Lipschitz continuous function on $H^{1}\left(\mathbb{R}^{N}\right)$ such that $0 \leqslant \chi_{\varepsilon} \leqslant 1, \chi_{\varepsilon} \equiv 1$ on $X^{d} \cap \Gamma_{\varepsilon}^{D_{\varepsilon}}$ and $\chi_{\varepsilon} \equiv 0$ on $H^{1}\left(\mathbb{R}^{N}\right) \backslash Z_{\varepsilon}$. Also, let $\xi_{\varepsilon}$ be a Lipschitz continuous function on $\mathbb{R}$ such that $0 \leqslant \xi_{\varepsilon} \leqslant 1, \xi_{\varepsilon}(a) \equiv 1$ if $\left|C_{\varepsilon}-a\right| \leqslant \alpha / 2$, and $\xi_{\varepsilon}(a) \equiv 0$ if $\left|C_{\varepsilon}-a\right| \geqslant \alpha$. Then, there exists a global solution $\Lambda_{\varepsilon}: H^{1}\left(\mathbb{R}^{N}\right) \times \mathbb{R} \rightarrow H^{1}\left(\mathbb{R}^{N}\right)$ of the initial-value problem

$$
\begin{gathered}
\frac{\partial \Lambda_{\varepsilon}(u, \tau)}{\partial \tau}=-\chi_{\varepsilon}\left(\Lambda_{\varepsilon}(u, \tau)\right) \xi_{\varepsilon}\left(\Gamma_{\varepsilon}\left(\Lambda_{\varepsilon}(u, \tau)\right)\right) Q_{\varepsilon}\left(\Lambda_{\varepsilon}(u, \tau)\right) \\
\Lambda_{\varepsilon}(u, 0)=u
\end{gathered}
$$

Recall that $\lim _{\varepsilon \rightarrow 0} C_{\varepsilon}=\lim _{\varepsilon \rightarrow 0} D_{\varepsilon}=E_{m}$. By a deformation argument using propositions 3.3 and 3.4 , we get some large $\tau_{\varepsilon}>0$ such that

$$
\Gamma_{\varepsilon}\left(\Lambda_{\varepsilon}\left(\zeta\left(s t_{0}\right), \tau_{\varepsilon}\right)\right)<E_{m}-\alpha / 4, \quad s \in[0,1] .
$$

Note that $\tilde{\gamma}_{\varepsilon}(s)=\Lambda_{\varepsilon}\left(\zeta\left(s t_{0}\right), \tau_{\varepsilon}\right) \in \Phi$ and $\Gamma_{\varepsilon}\left(\tilde{\gamma}_{\varepsilon}(s)\right)<E_{m}-\alpha / 4$ for all $s \in[0,1]$. This contradicts proposition 3.2.

The existence of a sequence $\left\{u_{n}\right\}_{n}$ in $X^{d} \cap \Gamma_{\varepsilon}^{D_{\varepsilon}}$ with $\lim _{n \rightarrow \infty} \Gamma_{\varepsilon}^{\prime}\left(u_{n}\right)=0$ implies the following existence result of a solution of (1.9).

Proposition 3.6. For sufficiently small $\varepsilon>0, \Gamma_{\varepsilon}$ has a critical point

$$
u_{\varepsilon} \in X^{d} \cap \Gamma_{\varepsilon}^{D_{\varepsilon}} .
$$

Proof. Let $\left\{u_{n}\right\}_{n=1}^{\infty}$ be the sequence as given by proposition 3.5 for sufficiently small $\varepsilon>0$. Now we write $u_{n}=v_{n}\left(\cdot-a_{n}\right)+w_{n}$ with $v_{n} \in S_{m}, a_{n} \in \mathbb{R}^{N},\left\|w_{n}\right\| \leqslant d$ and denote $\tau_{n}=u_{n}\left(\cdot+a_{n}\right)$. If $\left\{a_{n}\right\}_{n}$ is bounded, we can prove the claim by the proof of $[10$, proposition 8$]$. Now, we show the boundedness of $\left\{a_{n}\right\}_{n}$.

On the contrary, suppose that $\liminf _{n \rightarrow \infty}\left|a_{n}\right|=\infty$. Since $S_{m}$ is compact, we may assume that $v_{n}$ converges to some $v$ in $H^{1}\left(\mathbb{R}^{N}\right)$. Then, the function $v$ satisfies $\Delta v-m v+f(v)=0$ and $v>0$. We may assume that $w_{n}$ converges weakly to some $w$ in $H^{1}\left(\mathbb{R}^{N}\right)$ as $n \rightarrow \infty$. Then, we see that $\Delta w-V_{\varepsilon} w+f(w)=0$ in $\mathbb{R}^{N}$. From (3.42), we see that $w=0$. This implies that, for each $R>0$,

$$
\lim _{n \rightarrow \infty} \int_{B(0, R)}\left(w_{n}\right)^{2} \mathrm{~d} x=0
$$

Note that, for any $\phi \in C_{0}^{\infty}\left(\mathbb{R}^{N}\right)$,

$$
\Gamma_{\varepsilon}^{\prime}\left(u_{n}\right)(\phi)=\Gamma^{\prime}\left(u_{n}\right)(\phi)+\int_{\mathbb{R}^{N}}\left(V_{\varepsilon}-m\right)\left(v_{n}\left(\cdot-a_{n}\right)+w_{n}\right) \phi \mathrm{d} x
$$

and that, for each $R>0$,

$$
\begin{aligned}
& \mid \int_{\mathbb{R}^{N}}\left(V_{\varepsilon}-m\right)\left(v_{n}\left(\cdot-a_{n}\right)+w_{n}\right) \phi \mathrm{d} x \mid \\
& \leqslant\|V-m\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}\left(\int_{B(0, R)}\left(v_{n}\left(\cdot-a_{n}\right)+w_{n}\right)^{2} \mathrm{~d} x\right)^{1 / 2}\|\phi\| \\
&+\left\|V_{\varepsilon}-m\right\|_{L^{\infty}\left(\mathbb{R}^{N} \backslash B(0, R)\right)}\left\|v_{n}\left(\cdot-a_{n}\right)+w_{n}\right\|\|\phi\|
\end{aligned}
$$

and

$$
\begin{aligned}
& \left|\int_{\mathbb{R}^{N}}\left(V_{\varepsilon}-m\right)\left(v_{n}\left(\cdot-a_{n}\right)+w_{n}\right)^{2} \mathrm{~d} x\right| \\
& \leqslant\|V-m\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \int_{B(0, R)}\left(v_{n}\left(\cdot-a_{n}\right)+w_{n}\right)^{2} \mathrm{~d} x \\
& +\left\|V_{\varepsilon}-m\right\|_{L^{\infty}\left(\mathbb{R}^{N} \backslash B(0, R)\right)}\left\|v_{n}\left(\cdot-a_{n}\right)+w_{n}\right\|^{2}
\end{aligned}
$$

This implies that $\lim _{n \rightarrow \infty} \Gamma^{\prime}\left(u_{n}\right)=0$ and $\lim _{n \rightarrow \infty} \Gamma\left(u_{n}\right) \leqslant D_{\varepsilon}$. Then, by the same argument as that in the proof of the strong convergence of $\tau_{\varepsilon}$ to $\tau$ in proposition 3.3, it follows that $\tau_{n}$ converges to some $\tau \in H^{1}\left(\mathbb{R}^{N}\right) \backslash\{0\}$, satisfying $\Gamma^{\prime}(\tau)=0$ and $\Gamma(\tau) \leqslant D_{\varepsilon}$. Since $D_{\varepsilon}<E_{m}$ for small $\varepsilon>0$, this contradicts that $E_{m}$ is the least energy level for all non-trivial critical points of $\Gamma$.

Thus, we get the boundedness of the sequence $\left\{a_{n}\right\}_{n}$. This completes the proof.

We see from proposition 3.6 that there exist $d>0$ and $\varepsilon_{0}>0$ such that $\Gamma_{\varepsilon}$ has a critical point $u_{\varepsilon} \in X^{d} \cap \Gamma_{\varepsilon}^{D_{\varepsilon}}, 0<\varepsilon \leqslant \varepsilon_{0}$. Let $x_{\varepsilon} \in \mathbb{R}^{N}$ be a maximum point of $u_{\varepsilon}$. Then we get the following proposition.

Proposition 3.7. For sufficiently small $\varepsilon>0, u_{\varepsilon}>0$ in $\mathbb{R}^{N}$, and there exist some constants $c, C>0$, independent of small $\varepsilon>0$, such that $u_{\varepsilon}(x)+\left|\nabla u_{\varepsilon}(x)\right| \leqslant$ $C \exp \left(-c\left|x-x_{\varepsilon}\right|\right)$ for $x \in \mathbb{R}^{N}$.

Proof. Since $\lim _{|x| \rightarrow \infty} V(x)=m>0$, there exists $R>0$ such that $V(x) \geqslant \frac{1}{2} m$ for $|x| \geqslant R$. Denote $a^{+}=\max (a, 0)$ and $a^{-}=\min (a, 0)$. Since $u_{\varepsilon}$ satisfies $\Delta u_{\varepsilon}-$ $V_{\varepsilon} u_{\varepsilon}+f\left(u_{\varepsilon}\right)=0$ and $f(s)=0$ for $s \leqslant 0$, we see that

$$
\int_{\mathbb{R}^{N}}\left|\nabla u_{\varepsilon}^{-}\right|^{2}+V_{\varepsilon}\left(u_{\varepsilon}^{-}\right)^{2} \mathrm{~d} x=0
$$

By Sobolev's inequality and Hölder's inequality, there exists some $C>0$ such that

$$
\begin{aligned}
0 & =\int_{\mathbb{R}^{N}}\left|\nabla u_{\varepsilon}^{-}\right|^{2}+V_{\varepsilon}\left|u_{\varepsilon}^{-}\right|^{2} \mathrm{~d} x \\
& \geqslant \int_{\mathbb{R}^{N}}\left|\nabla u_{\varepsilon}^{-}\right|^{2} \mathrm{~d} x+\int_{|x| \leqslant \varepsilon R} V_{\varepsilon}\left|u_{\varepsilon}^{-}\right|^{2} \mathrm{~d} x+\frac{m}{2} \int_{|x| \geqslant \varepsilon R}\left|u_{\varepsilon}^{-}\right|^{2} \mathrm{~d} x \\
& \geqslant \frac{1}{2}\left\|u_{\varepsilon}^{-}\right\|^{2}-\left(\max _{x \in \mathbb{R}^{N}}|V|+\frac{m}{2}\right) \int_{|x| \leqslant \varepsilon R}\left|u_{\varepsilon}^{-}\right|^{2} \mathrm{~d} x
\end{aligned}
$$

$$
\begin{align*}
& \geqslant \begin{cases}\frac{1}{2}\left\|u_{\varepsilon}^{-}\right\|^{2}-\varepsilon^{2} C R^{2}\left\|u_{\varepsilon}^{-}\right\|_{L^{2^{*}}}^{2} & \text { for } N \geqslant 3 \\
\frac{1}{2}\left\|u_{\varepsilon}^{-}\right\|^{2}-\varepsilon C R\left\|u_{\varepsilon}^{-}\right\|_{L^{4}}^{2} & \text { for } N=2 \\
\frac{1}{2}\left\|u_{\varepsilon}^{-}\right\|^{2}-\varepsilon C R\left\|u_{\varepsilon}^{-}\right\|_{L^{\infty}}^{2} & \text { for } N=1\end{cases} \\
& \geqslant \begin{cases}\left(\frac{1}{2}-\varepsilon^{2} C R^{2}\right)\left\|u_{\varepsilon}^{-}\right\|^{2} & \text { for } N \geqslant 3 \\
\left(\frac{1}{2}-\varepsilon C R\right)\left\|u_{\varepsilon}^{-}\right\|^{2} & \text { for } N=1,2\end{cases} \tag{3.44}
\end{align*}
$$

Now we get $u_{\varepsilon}^{-} \equiv 0$ in $\mathbb{R}^{N}, u_{\varepsilon} \geqslant 0$ for sufficiently small $\varepsilon>0$. Applying the strong maximum principle (see [30]) to the following equation:

$$
\Delta u_{\varepsilon}-\left(V_{\varepsilon} u_{\varepsilon}-\frac{f\left(u_{\varepsilon}\right)}{u_{\varepsilon}}\right)^{+} u_{\varepsilon}=\left(V_{\varepsilon} u_{\varepsilon}-\frac{f\left(u_{\varepsilon}\right)}{u_{\varepsilon}}\right)^{-} u_{\varepsilon} \leqslant 0
$$

we get $u_{\varepsilon}>0$ in $\mathbb{R}^{N}$.
Moreover, from elliptic estimates through the Moser iteration scheme [20], we deduce that $\left\{\left\|u_{\varepsilon}\right\|_{L^{\infty}}\right\}_{\varepsilon}$ is bounded. Since $\Gamma_{\varepsilon}\left(u_{\varepsilon}\right) \leqslant D_{\varepsilon} \rightarrow E_{m}$, we deduce from comparison principles that for some $C, c>0$, independent of small $\varepsilon>0, u_{\varepsilon}(x)+$ $\left|\nabla u_{\varepsilon}(x)\right| \leqslant C \exp \left(-c\left|x-x_{\varepsilon}\right|\right)$ for all $x \in \mathbb{R}^{N}$. This completes the proof.

Let $x_{\varepsilon}$ be a maximum point of $u_{\varepsilon}$. Then, it follows from proposition 3.7 and the fact that $\lim _{\varepsilon \rightarrow 0} \Gamma_{\varepsilon}\left(u_{\varepsilon}\right) \leqslant E_{m}$, that $u_{\varepsilon}\left(\cdot+x_{\varepsilon}\right)$ converges uniformly, up to a subsequence, in the $C^{1}$-sense to a function $\tilde{U} \in S_{m}$ as $\varepsilon \rightarrow 0$. To see the asymptotic behaviour of $x_{\varepsilon}$, we need to obtain the following lower energy estimation of $u_{\varepsilon}$.

Proposition 3.8. For $N \geqslant 2$,

$$
\Gamma_{\varepsilon}\left(u_{\varepsilon}\right) \geqslant E_{m}+\varepsilon^{N}\left(\frac{\left(\tilde{U}\left(x_{\varepsilon}\right)\right)^{2}}{2} \int_{\mathbb{R}^{N}}(V(x)-m) \mathrm{d} x+o(1)\right)
$$

as $\varepsilon \rightarrow 0$. Moreover, for any $N \geqslant 1$, a maximum point $x_{\varepsilon}$ of $u_{\varepsilon}$ converges to 0 as $\varepsilon$ goes to 0 .

Proof. Taking a subsequence, if it is necessary, we may also assume that $u_{\varepsilon}\left(\cdot+x_{\varepsilon}\right)$ converges weakly to $\tilde{U} \in S_{m}$ in $H^{1}\left(\mathbb{R}^{N}\right)$ as $\varepsilon \rightarrow 0$. Then, we see from the exponential decay in proposition 3.7 that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \int_{\mathbb{R}^{N}} F\left(u_{\varepsilon}\left(\cdot+x_{\varepsilon}\right)\right) \mathrm{d} x=\int_{\mathbb{R}^{N}} F(\tilde{U}) \mathrm{d} x \tag{3.45}
\end{equation*}
$$

Then, it follows that $\limsup _{\varepsilon \rightarrow 0} \Gamma_{\varepsilon}\left(u_{\varepsilon}\right) \leqslant E_{m}$ and

$$
\Gamma_{\varepsilon}\left(u_{\varepsilon}\right)=\Gamma\left(u_{\varepsilon}\right)+\frac{1}{2} \int_{\mathbb{R}^{N}}\left(V_{\varepsilon}(x)-m\right)\left(u_{\varepsilon}(x)\right)^{2} \mathrm{~d} x=\Gamma\left(u_{\varepsilon}\right)+o(1)
$$

Thus, it follows from the weak convergence of $u_{\varepsilon}\left(\cdot+x_{\varepsilon}\right)$ to $\tilde{U}$ in $H^{1}\left(\mathbb{R}^{N}\right)$ that

$$
\begin{equation*}
E_{m} \geqslant \liminf _{\varepsilon \rightarrow 0} \Gamma\left(u_{\varepsilon}\left(\cdot+x_{\varepsilon}\right)\right) \geqslant \Gamma(\tilde{U}) \geqslant E_{m} \tag{3.46}
\end{equation*}
$$

This implies that

$$
\lim _{\varepsilon \rightarrow 0} \int_{\mathbb{R}^{N}}\left|\nabla u_{\varepsilon}\left(\cdot+x_{\varepsilon}\right)\right|^{2}+m u_{\varepsilon}\left(\cdot+x_{\varepsilon}\right)^{2} \mathrm{~d} x=\int_{\mathbb{R}^{N}}|\nabla \tilde{U}|^{2}+m \tilde{U}^{2} \mathrm{~d} x
$$

This proves the strong convergence of $u_{\varepsilon}\left(\cdot+x_{\varepsilon}\right)$ to $\tilde{U}$ in $H^{1}\left(\mathbb{R}^{N}\right)$. Since we can write

$$
\Gamma_{\varepsilon}\left(u_{\varepsilon}\right)=\Gamma\left(u_{\varepsilon}\right)+\frac{1}{2} \int_{\mathbb{R}^{N}}\left(V_{\varepsilon}(x)-m\right)\left(u_{\varepsilon}\right)^{2} \mathrm{~d} x
$$

we estimate the two right-hand terms separately.
First, we estimate

$$
\int_{\mathbb{R}^{N}}\left(V_{\varepsilon}(x)-m\right) u_{\varepsilon}^{2}(x) \mathrm{d} x
$$

By the elliptic estimates for $\left\{u_{\varepsilon}\right\}$ (see [20]) and an imbedding $W_{\mathrm{loc}}^{2, q} \hookrightarrow C_{\mathrm{loc}}^{1}$ for large $q>0$, we see that, for a given $k>0$, there exists $r_{k}>0$ such that if $|x| \leqslant r_{k}$, then $\left|u_{\varepsilon}^{2}(x)-u_{\varepsilon}^{2}(0)\right|<1 / k$ for uniformly small $\varepsilon>0$. Then, we have the estimate

$$
\left.\begin{array}{rl}
\int_{\mathbb{R}^{N}}\left(V_{\varepsilon}(x)-m\right) u_{\varepsilon}^{2}(x) \mathrm{d} x \\
= & \varepsilon^{N}\left\{u_{\varepsilon}^{2}(0) \int_{\mathbb{R}^{N}}(V(x)-m) \mathrm{d} x\right.
\end{array}+\int_{|x| \leqslant r_{k} / \varepsilon}(V(x)-m)\left(u_{\varepsilon}^{2}(\varepsilon x)-u_{\varepsilon}^{2}(0)\right) \mathrm{d} x\right)
$$

Then, we get that, for small $\varepsilon>0$,

$$
\begin{equation*}
\int_{\mathbb{R}^{N}}\left(V_{\varepsilon}(x)-m\right) u_{\varepsilon}^{2}(x) \mathrm{d} x \geqslant \varepsilon^{N}\left\{u_{\varepsilon}^{2}(0) \int_{\mathbb{R}^{N}}(V(x)-m) \mathrm{d} x+o(1)\right\} \tag{3.47}
\end{equation*}
$$

Since $u_{\varepsilon}\left(\cdot+x_{\varepsilon}\right)$ converges uniformly to $\tilde{U} \in S_{m}$, it follows from the radial symmetry of $\tilde{U} \in S_{m}$ that

$$
\begin{equation*}
\int_{\mathbb{R}^{N}}\left(V_{\varepsilon}(x)-m\right) u_{\varepsilon}^{2}(x) \mathrm{d} x \geqslant \varepsilon^{N}\left\{\tilde{U}^{2}\left(x_{\varepsilon}\right) \int_{\mathbb{R}^{N}}(V(x)-m) \mathrm{d} x+o(1)\right\} \tag{3.48}
\end{equation*}
$$

as $\varepsilon \rightarrow 0$.
Now we estimate $\Gamma\left(u_{\varepsilon}\right)$.
First, we consider a case $N \geqslant 3$. (Here we modify the argument in the proof of [8, proposition 3.5] for this problem.) Defining $u_{\varepsilon}^{t}(x)=u_{\varepsilon}(x / t)$, we get from the Pohozaev identity (2.2) that

$$
\begin{align*}
\lim _{\varepsilon \rightarrow 0} \Gamma\left(u_{\varepsilon}^{t}\right) & =\lim _{\varepsilon \rightarrow 0}\left\{\frac{t^{N-2}}{2} \int_{\mathbb{R}^{N}}\left|\nabla u_{\varepsilon}\right|^{2} \mathrm{~d} x+t^{N} \int_{\mathbb{R}^{N}} \frac{m u_{\varepsilon}^{2}}{2}-F\left(u_{\varepsilon}\right) \mathrm{d} x\right\} \\
& =\left(\frac{t^{N-2}}{2}-\frac{(N-2) t^{N}}{2 N}\right) \int_{\mathbb{R}^{N}}|\nabla \tilde{U}|^{2} \mathrm{~d} x \tag{3.49}
\end{align*}
$$

$$
\begin{align*}
\lim _{\varepsilon \rightarrow 0} \frac{\mathrm{~d} \Gamma\left(u_{\varepsilon}^{t}\right)}{\mathrm{d} t} & =\lim _{\varepsilon \rightarrow 0}\left\{\frac{N-2}{2} t^{N-3} \int_{\mathbb{R}^{N}}\left|\nabla u_{\varepsilon}\right|^{2} \mathrm{~d} x+N t^{N-1} \int_{\mathbb{R}^{N}} \frac{m u_{\varepsilon}^{2}}{2}-F\left(u_{\varepsilon}\right) \mathrm{d} x\right\} \\
& =\frac{N-2}{2} t^{N-3} \int_{\mathbb{R}^{N}}|\nabla \tilde{U}|^{2} \mathrm{~d} x+N t^{N-1} \int_{\mathbb{R}^{N}} \frac{m \tilde{U}^{2}}{2}-F(\tilde{U}) \mathrm{d} x \tag{3.50}
\end{align*}
$$

and

$$
\begin{align*}
\lim _{\varepsilon \rightarrow 0} \frac{\mathrm{~d}^{2} \Gamma\left(u_{\varepsilon}^{t}\right)}{\mathrm{d} t^{2}}= & \lim _{\varepsilon \rightarrow 0}\left\{\frac{(N-2)(N-3)}{2} t^{N-4} \int_{\mathbb{R}^{N}}\left|\nabla u_{\varepsilon}\right|^{2} \mathrm{~d} x+N(N-1) t^{N-2}\right. \\
& \left.\times \int_{\mathbb{R}^{N}} \frac{m u_{\varepsilon}^{2}}{2}-F\left(u_{\varepsilon}\right) \mathrm{d} x\right\} \\
= & \left(\frac{(N-2)(N-3)}{2} t^{N-4}-\frac{(N-1)(N-2)}{2} t^{N-2}\right) \int_{\mathbb{R}^{N}}|\nabla \tilde{U}|^{2} \mathrm{~d} x \tag{3.51}
\end{align*}
$$

uniformly for $t \in\left(0, t_{0}\right)$. Note that

$$
\begin{equation*}
\left(\frac{(N-2)(N-3)}{2} t^{N-4}-\frac{(N-1)(N-2)}{2} t^{N-2}\right)_{t=1}<0 \tag{3.52}
\end{equation*}
$$

This implies that a function $Y_{\varepsilon}(t)=\Gamma\left(u_{\varepsilon}^{t}\right)$ has a maximum at $t_{\varepsilon} \in\left(0, t_{0}\right)$ such that $\lim _{\varepsilon \rightarrow 0} t_{\varepsilon}=1$. Now we estimate $\left|t_{\varepsilon}-1\right|$ for small $\varepsilon>0$. Note that

$$
\begin{equation*}
\Delta u_{\varepsilon}-V_{\varepsilon} u_{\varepsilon}+f\left(u_{\varepsilon}\right)=0 \tag{3.53}
\end{equation*}
$$

Multiplying both sides of $(3.53)$ by $\left(x-x_{\varepsilon}\right) \cdot \nabla u_{\varepsilon}$, we get

$$
\begin{align*}
& \left(V_{\varepsilon} u_{\varepsilon}-m u_{\varepsilon}\right)\left(x-x_{\varepsilon}\right) \cdot \nabla u_{\varepsilon} \\
& \quad=\left(\Delta u_{\varepsilon}-m u_{\varepsilon}+f\left(u_{\varepsilon}\right)\right)\left(x-x_{\varepsilon}\right) \cdot \nabla u_{\varepsilon} \\
& \quad=\operatorname{div}\left(\nabla u_{\varepsilon}\left(\left(x-x_{\varepsilon}\right) \cdot \nabla u_{\varepsilon}\right)-\left(x-x_{\varepsilon}\right) \frac{\left|\nabla u_{\varepsilon}\right|^{2}}{2}+\left(x-x_{\varepsilon}\right)\left(-\frac{m u_{\varepsilon}^{2}}{2}+F\left(u_{\varepsilon}\right)\right)\right) \\
& \quad \quad \quad \frac{N-2}{2}\left|\nabla u_{\varepsilon}\right|^{2}+N\left(\frac{m u_{\varepsilon}^{2}}{2}-F\left(u_{\varepsilon}\right)\right) . \tag{3.54}
\end{align*}
$$

Integrating (3.54) over $\mathbb{R}^{N}$, we get from the exponential decay in proposition 3.7 that

$$
\begin{align*}
O\left(\varepsilon^{N}\right) & =\int_{\mathbb{R}^{N}}\left(V_{\varepsilon} u_{\varepsilon}-m u_{\varepsilon}\right)\left(\left(x-x_{\varepsilon}\right) \cdot \nabla u_{\varepsilon}\right) \mathrm{d} x \\
& =\frac{N-2}{2} \int_{\mathbb{R}^{N}}\left|\nabla u_{\varepsilon}\right|^{2} \mathrm{~d} x+N \int_{\mathbb{R}^{N}} \frac{m u_{\varepsilon}^{2}}{2}-F\left(u_{\varepsilon}\right) \mathrm{d} x \tag{3.55}
\end{align*}
$$

as $\varepsilon \rightarrow 0$. Then, we see that

$$
\begin{equation*}
\left.\frac{\mathrm{d} \Gamma\left(u_{\varepsilon}^{t}\right)}{\mathrm{d} t}\right|_{t=1}=\frac{N-2}{2} \int_{\mathbb{R}^{N}}\left|\nabla u_{\varepsilon}\right|^{2} \mathrm{~d} x+N \int_{\mathbb{R}^{N}} \frac{m u_{\varepsilon}^{2}}{2}-F\left(u_{\varepsilon}\right) \mathrm{d} x=O\left(\varepsilon^{N}\right) \tag{3.56}
\end{equation*}
$$

as $\varepsilon \rightarrow 0$. By the mean-value theorem, there exists $\hat{t_{\varepsilon}}>0$ between 1 and $t_{\varepsilon}$ satisfying

$$
\begin{equation*}
0=\left.\frac{\mathrm{d} \Gamma\left(u_{\varepsilon}^{t}\right)}{\mathrm{d} t}\right|_{t=t_{\varepsilon}}=\left.\frac{\mathrm{d} \Gamma\left(u_{\varepsilon}^{t}\right)}{\mathrm{d} t}\right|_{t=1}+\left.\left(t_{\varepsilon}-1\right) \frac{\mathrm{d}^{2} \Gamma\left(u_{\varepsilon}^{t}\right)}{\mathrm{d} t^{2}}\right|_{t=\hat{t_{\varepsilon}}} \tag{3.57}
\end{equation*}
$$

Then, it follows from (3.51), (3.52) and (3.56) that $\left|t_{\varepsilon}-1\right|=O\left(\varepsilon^{N}\right)$ as $\varepsilon \rightarrow 0$. Note that there exists $t_{\varepsilon}^{\prime}>0$ between 1 and $t_{\varepsilon}$ satisfying

$$
\begin{equation*}
\Gamma\left(u_{\varepsilon}^{t_{\varepsilon}}\right)=\Gamma\left(u_{\varepsilon}\right)+\left.\left(t_{\varepsilon}-1\right) \frac{\mathrm{d} \Gamma\left(u_{\varepsilon}^{t}\right)}{\mathrm{d} t}\right|_{t=t_{\varepsilon}^{\prime}} \tag{3.58}
\end{equation*}
$$

From

$$
\left.\lim _{\varepsilon \rightarrow 0} \frac{\mathrm{~d} \Gamma\left(u_{\varepsilon}^{t}\right)}{\mathrm{d} t}\right|_{t=t_{\varepsilon}^{\prime}}=0
$$

it follows that

$$
\begin{equation*}
\Gamma\left(u_{\varepsilon}^{t_{\varepsilon}}\right)=\Gamma\left(u_{\varepsilon}\right)+o\left(\varepsilon^{N}\right) \quad \text { as } \varepsilon \rightarrow 0 \tag{3.59}
\end{equation*}
$$

Note that $\Gamma\left(u_{\varepsilon}^{0}\right)=0$ and $\Gamma\left(u_{\varepsilon}^{t_{0}}\right)<0$ for small $\varepsilon>0$. A result of [22] implies that $\Gamma\left(u_{\varepsilon}^{t_{\varepsilon}}\right) \geqslant E_{m}$. Thus, we get that for small $\varepsilon>0$,

$$
\begin{equation*}
\Gamma\left(u_{\varepsilon}\right) \geqslant E_{m}+o\left(\varepsilon^{N}\right) \tag{3.60}
\end{equation*}
$$

Then, combining (3.60) with (3.48), we get the required lower estimation for $N \geqslant 3$.
Second, we consider a case $N=2$. We need to recall some notation and contents stated in the proof of proposition 3.1. Now we define $\tilde{g}_{\varepsilon}(\theta, s):(0, \infty) \times(0, \infty) \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
\tilde{g}_{\varepsilon}(\theta, s)=\Gamma\left(\theta u_{\varepsilon}(\cdot / s)\right)=\frac{\theta^{2}}{2}\left\|\nabla u_{\varepsilon}\right\|_{L^{2}}^{2}-s^{2} \int_{\mathbb{R}^{2}} H\left(\theta u_{\varepsilon}\right) \mathrm{d} x \tag{3.61}
\end{equation*}
$$

where

$$
H(t) \equiv \int_{0}^{t} h(s) \mathrm{d} s
$$

and $h(s) \equiv-m s+f(s)$. Note that

$$
\left.\begin{array}{rl}
\left(\tilde{g}_{\varepsilon}\right)_{\theta}(\theta, s) & =\theta\left\|\nabla u_{\varepsilon}\right\|_{L^{2}}^{2}-s^{2} \int_{\mathbb{R}^{2}} h\left(\theta u_{\varepsilon}\right) u_{\varepsilon} \mathrm{d} x \\
\left(\tilde{g}_{\varepsilon}\right)_{s}(\theta, s) & =-2 s \int_{\mathbb{R}^{2}} H\left(\theta u_{\varepsilon}\right) \mathrm{d} x,  \tag{3.62}\\
\frac{\partial}{\partial \theta} \int_{\mathbb{R}^{2}} H\left(\theta u_{\varepsilon}\right) \mathrm{d} x & =\int_{\mathbb{R}^{2}} h\left(\theta u_{\varepsilon}\right) u_{\varepsilon} \mathrm{d} x .
\end{array}\right\}
$$

Using (3.10) and the strong convergence of $u_{\varepsilon}\left(\cdot+x_{\varepsilon}\right)$ to $\tilde{U}$ in $H^{1}\left(\mathbb{R}^{N}\right)$, there exist $\theta_{1} \in(0,1)$ and $\theta_{2} \in(1,2)$ such that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \frac{\partial}{\partial \theta} \int_{\mathbb{R}^{2}} H\left(\theta u_{\varepsilon}\right) \mathrm{d} x=\frac{\partial}{\partial \theta} \int_{\mathbb{R}^{2}} H(\theta \tilde{U}) \mathrm{d} x \geqslant \frac{1}{2}\|\nabla \tilde{U}\|_{L^{2}}^{2}>0 \quad \text { for } \theta \in\left[\theta_{1}, \theta_{2}\right] \tag{3.63}
\end{equation*}
$$

We also note that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \int_{\mathbb{R}^{2}} H\left(\theta_{1} u_{\varepsilon}\right) \mathrm{d} x=\int_{\mathbb{R}^{2}} H\left(\theta_{1} \tilde{U}\right) \mathrm{d} x<0 \tag{3.64}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \int_{\mathbb{R}^{2}} H\left(\theta_{2} u_{\varepsilon}\right) \mathrm{d} x=\int_{\mathbb{R}^{2}} H\left(\theta_{2} \tilde{U}\right) \mathrm{d} x>0 \tag{3.65}
\end{equation*}
$$

Then, there exists $\theta_{\varepsilon} \in\left(\theta_{1}, \theta_{2}\right)$ such that

$$
\int_{\mathbb{R}^{2}} H\left(\theta u_{\varepsilon}\right) \mathrm{d} x \begin{cases}<0 & \text { for } \theta \in\left[\theta_{1}, \theta_{\varepsilon}\right)  \tag{3.66}\\ =0 & \text { for } \theta=\theta_{\varepsilon} \\ >0 & \text { for } \theta \in\left(\theta_{\varepsilon}, \theta_{2}\right]\end{cases}
$$

We also have, from (3.62), that

$$
\left(\tilde{g}_{\varepsilon}\right)_{s}(\theta, s) \quad \begin{cases}>0 & \text { for } \theta \in\left[\theta_{1}, \theta_{\varepsilon}\right), s \in(0, \infty)  \tag{3.67}\\ =0 & \text { for } \theta=\theta_{\varepsilon}, s \in(0, \infty) \\ <0 & \text { for } \theta \in\left(\theta_{\varepsilon}, \theta_{2}\right], s \in(0, \infty)\end{cases}
$$

Note that

$$
\lim _{\varepsilon \rightarrow 0} \int_{\mathbb{R}^{2}} H\left(u_{\varepsilon}\right) \mathrm{d} x=\int_{\mathbb{R}^{2}} H(\tilde{U}) \mathrm{d} x=0
$$

Then from (3.66), we see that $\lim _{\varepsilon \rightarrow 0} \theta_{\varepsilon}=1$. Note that

$$
\begin{equation*}
\Delta u_{\varepsilon}-V_{\varepsilon} u_{\varepsilon}+f\left(u_{\varepsilon}\right)=0 \tag{3.68}
\end{equation*}
$$

Multiplying both sides of (3.68) by $\left(x-x_{\varepsilon}\right) \cdot \nabla u_{\varepsilon}$, we see that

$$
\begin{aligned}
& \left(V_{\varepsilon} u_{\varepsilon}-m u_{\varepsilon}\right)\left(\left(x-x_{\varepsilon}\right) \cdot \nabla u_{\varepsilon}\right) \\
& \quad=\left(\Delta u_{\varepsilon}-m u_{\varepsilon}+f\left(u_{\varepsilon}\right)\right)\left(\left(x-x_{\varepsilon}\right) \cdot \nabla u_{\varepsilon}\right) \\
& \quad=\operatorname{div}\left(\nabla u_{\varepsilon}\left(\left(x-x_{\varepsilon}\right) \cdot \nabla u_{\varepsilon}\right)-\left(x-x_{\varepsilon}\right) \frac{\left|\nabla u_{\varepsilon}\right|^{2}}{2}+\left(x-x_{\varepsilon}\right) H\left(u_{\varepsilon}\right)\right)-2 H\left(u_{\varepsilon}\right) .
\end{aligned}
$$

Then, from the exponential decay of $u_{\varepsilon}\left(\cdot+x_{\varepsilon}\right)$ in proposition 3.7 , we get that

$$
\begin{equation*}
\int_{\mathbb{R}^{2}} H\left(u_{\varepsilon}\right) \mathrm{d} x=-\frac{1}{2} \int_{\mathbb{R}^{2}}\left(V_{\varepsilon} u_{\varepsilon}-m u_{\varepsilon}\right)\left(\left(x-x_{\varepsilon}\right) \cdot \nabla u_{\varepsilon}\right) \mathrm{d} x=O\left(\varepsilon^{2}\right) \tag{3.69}
\end{equation*}
$$

as $\varepsilon \rightarrow 0$. By the mean-value theorem, there exists $\hat{\theta}_{\varepsilon}$ between 1 and $\theta_{\varepsilon}$ satisfying

$$
0=\int_{\mathbb{R}^{2}} H\left(\theta_{\varepsilon} u_{\varepsilon}\right) \mathrm{d} x=\int_{\mathbb{R}^{2}} H\left(u_{\varepsilon}\right) \mathrm{d} x+\left.\left(\theta_{\varepsilon}-1\right) \frac{\partial}{\partial \theta} \int_{\mathbb{R}^{2}} H\left(\theta u_{\varepsilon}\right) \mathrm{d} x\right|_{\theta=\hat{\theta}_{\varepsilon}}
$$

Then from (3.63) and (3.69), we get that

$$
\begin{equation*}
\left|1-\theta_{\varepsilon}\right|=O\left(\varepsilon^{2}\right) \quad \text { as } \varepsilon \rightarrow 0 \tag{3.70}
\end{equation*}
$$

As in (3.8), there exists a small $s_{0}>0$ such that, for sufficiently small $\varepsilon>0$, we see that

$$
\begin{equation*}
\left(\tilde{g}_{\varepsilon}\right)_{\theta}(\theta, s)=\theta\left(\left\|\nabla u_{\varepsilon}\right\|_{L^{2}}^{2}-s^{2} \int_{\mathbb{R}^{2}} \frac{h\left(\theta u_{\varepsilon}\right)}{\theta u_{\varepsilon}} u_{\varepsilon}^{2} \mathrm{~d} x\right)>0 \quad \text { for } s \in\left[0, s_{0}\right], \theta \in(0,2] . \tag{3.71}
\end{equation*}
$$

Let $\gamma_{\varepsilon}(t)=(\theta(t), s(t)):[0, \infty) \rightarrow \mathbb{R}^{2}$ be a piecewise linear curve joining

$$
\left.\begin{array}{r}
\left(0, s_{0}\right) \rightarrow\left(\theta_{\varepsilon}-\varepsilon^{4}, s_{0}\right) \rightarrow\left(\theta_{\varepsilon}-\varepsilon^{4}, 1\right) \rightarrow\left(1+\varepsilon^{4}, 1\right) \rightarrow\left(1+\varepsilon^{4}, \infty\right) \\
\text { if } \theta_{1}<\theta_{\varepsilon} \leqslant 1<\theta_{2}  \tag{3.72}\\
\left(0, s_{0}\right) \rightarrow\left(1-\varepsilon^{4}, s_{0}\right) \rightarrow\left(1-\varepsilon^{4}, 1\right) \rightarrow\left(\theta_{\varepsilon}+\varepsilon^{4}, 1\right) \rightarrow\left(\theta_{\varepsilon}+\varepsilon^{4}, \infty\right) \\
\text { if } \theta_{1}<1 \leqslant \theta_{\varepsilon}<\theta_{2}
\end{array}\right\}
$$

where each line segment in the image of $\gamma_{\varepsilon}$ is parallel to one of the axes. We take $0 \equiv t_{0}<t_{1}<\cdots<t_{4} \equiv \infty$ such that, for each $i=0, \ldots, 4, \gamma_{\varepsilon}\left(t_{i}\right)$ is the end point of a linear segment of the piecewise linear curve $\gamma_{\varepsilon}$. Moreover, we see that the function $t \mapsto \Gamma\left(\theta(t) u_{\varepsilon}(x / s(t))\right)$ is strictly increasing on $\left(t_{0}, t_{1}\right),\left(t_{1}, t_{2}\right)$ by (3.71), (3.67), respectively. We also see that the function is strictly decreasing on $\left(t_{3}, t_{4}\right)$ by (3.67). Then, we get that $\tilde{g}_{\varepsilon}\left(\gamma_{\varepsilon}(0)\right)=0, \lim _{t \rightarrow \infty} \tilde{g}_{\varepsilon}\left(\gamma_{\varepsilon}(t)\right)=-\infty$. From [22], we see that

$$
\max _{t \in(0, \infty)} \tilde{g}_{\varepsilon}\left(\gamma_{\varepsilon}(t)\right) \geqslant E_{m}
$$

Moreover, there exists $t_{\varepsilon}>0$ such that $\max _{t \in(0, \infty)} \tilde{g}_{\varepsilon}\left(\gamma_{\varepsilon}(t)\right)$ is attained at $\gamma_{\varepsilon}\left(t_{\varepsilon}\right)=$ $\left(\theta\left(t_{\varepsilon}\right), 1\right)$ satisfying $\theta\left(t_{\varepsilon}\right) \in\left[\theta_{\varepsilon}-\varepsilon^{4}, 1+\varepsilon^{4}\right]$ if $\theta_{1}<\theta_{\varepsilon} \leqslant 1<\theta_{2}$, or $\theta\left(t_{\varepsilon}\right) \in[1-$ $\varepsilon^{4}, \theta_{\varepsilon}+\varepsilon^{4}$ ] if $\theta_{1}<1 \leqslant \theta_{\varepsilon}<\theta_{2}$, respectively. By the mean-value theorem, there exists $\theta_{\varepsilon}^{*}$ between $\theta\left(t_{\varepsilon}\right)$ and 1 such that

$$
\tilde{g}_{\varepsilon}\left(\theta\left(t_{\varepsilon}\right), 1\right)=\tilde{g}_{\varepsilon}(1,1)+\left(\tilde{g}_{\varepsilon}\right)_{\theta}\left(\theta_{\varepsilon}^{*}, 1\right)\left(\theta\left(t_{\varepsilon}\right)-1\right)
$$

Now, using (3.70) and $\lim _{\varepsilon \rightarrow 0}\left(\tilde{g}_{\varepsilon}\right)_{\theta}\left(\theta_{\varepsilon}^{*}, 1\right)=0$, we get that

$$
\tilde{g}_{\varepsilon}\left(\theta\left(t_{\varepsilon}\right), 1\right)=\Gamma\left(u_{\varepsilon}\right)+o\left(\varepsilon^{2}\right) \quad \text { as } \varepsilon \rightarrow 0
$$

Then, combining this with (3.48), we get the required lower estimation for $N=2$. In proposition 3.1, we take $U \in S_{m}$ so that $U(0)=\max _{W \in S_{m}} W(0)$. Then, we see that $\tilde{U}(0)=U(0)$ and from the strict decreasing property of $\tilde{U}, U \in S_{m}$ that $\lim _{\varepsilon \rightarrow 0} x_{\varepsilon}=0$.

Lastly, we consider a case $N=1$. Since $S_{m}$ consists of one element $U \in H^{1}(\mathbb{R})$ and, in addition, $U(0)=T$, where $T>0$ is given in (F3), it follows that $\tilde{U}=U$. Now we denote $u_{\varepsilon}^{\prime}=\mathrm{d} u_{\varepsilon} / \mathrm{d} x$. Multiplying both sides of $u_{\varepsilon}^{\prime \prime}-V_{\varepsilon} u_{\varepsilon}+f\left(u_{\varepsilon}\right)=0$ by $u_{\varepsilon}^{\prime}$, we get

$$
\begin{aligned}
\left(V_{\varepsilon} u_{\varepsilon}-m u_{\varepsilon}\right)\left(u_{\varepsilon}^{\prime}\right) & =\left(u_{\varepsilon}^{\prime \prime}-m u_{\varepsilon}+f\left(u_{\varepsilon}\right)\right)\left(u_{\varepsilon}^{\prime}\right) \\
& =\left(\frac{1}{2}\left|u_{\varepsilon}^{\prime}\right|^{2}-\frac{1}{2} m u_{\varepsilon}^{2}+F\left(u_{\varepsilon}\right)\right)^{\prime}
\end{aligned}
$$

Integrating both sides from $-\infty$ to $x \in \mathbb{R}$, we get

$$
\begin{equation*}
\int_{-\infty}^{x}\left(V_{\varepsilon}(y)-m\right) u_{\varepsilon}(y) u_{\varepsilon}^{\prime}(y) \mathrm{d} y=\frac{1}{2}\left|u_{\varepsilon}^{\prime}(x)\right|^{2}-\frac{1}{2} m u_{\varepsilon}^{2}(x)+F\left(u_{\varepsilon}(x)\right) \tag{3.73}
\end{equation*}
$$

Then, from the exponential decay property of $u_{\varepsilon}\left(\cdot+x_{\varepsilon}\right)$ and $\left|\nabla u_{\varepsilon}\left(\cdot+x_{\varepsilon}\right)\right|$ in proposition 3.7 and that $u_{\varepsilon}^{\prime}\left(x_{\varepsilon}\right)=0$, we deduce that

$$
\begin{equation*}
\left|\frac{1}{2} m u_{\varepsilon}^{2}\left(x_{\varepsilon}\right)-F\left(u_{\varepsilon}\left(x_{\varepsilon}\right)\right)\right|=O(\varepsilon) \quad \text { as } \varepsilon \rightarrow 0 \tag{3.74}
\end{equation*}
$$

Then, since $\lim _{\varepsilon \rightarrow 0} u_{\varepsilon}\left(x_{\varepsilon}\right)=T$ and $m T-f(T)<0$, it follows that $\left|u_{\varepsilon}\left(x_{\varepsilon}\right)-T\right|=$ $O(\varepsilon)$ as $\varepsilon \rightarrow 0$.

Now we define

$$
\mu_{\varepsilon}=\min \left\{\int_{x_{\varepsilon}}^{\infty} \frac{1}{2}\left|\nabla u_{\varepsilon}\right|^{2}+\frac{1}{2} m u_{\varepsilon}^{2}-F\left(u_{\varepsilon}\right) \mathrm{d} x, \int_{-\infty}^{x_{\varepsilon}} \frac{1}{2}\left|\nabla u_{\varepsilon}\right|^{2}+\frac{1}{2} m u_{\varepsilon}^{2}-F\left(u_{\varepsilon}\right) \mathrm{d} x\right\} .
$$

Then, it follows that $2 \mu_{\varepsilon} \leqslant \Gamma\left(u_{\varepsilon}\right)$, and we may assume that

$$
\mu_{\varepsilon}=\int_{x_{\varepsilon}}^{\infty} \frac{1}{2}\left|\nabla u_{\varepsilon}\right|^{2}+\frac{1}{2} m u_{\varepsilon}^{2}-F\left(u_{\varepsilon}\right) \mathrm{d} x
$$

As in the proof of proposition 3.1, we take $\rho>0$ such that $x \in[-\rho, 0)$,

$$
\begin{equation*}
8 x^{6}+\frac{1}{2} m\left(x^{4}+T\right)^{2}-F\left(x^{4}+T\right)<0 \tag{3.75}
\end{equation*}
$$

Then, we define $q_{\varepsilon}: \mathbb{R} \rightarrow \mathbb{R}$ by

$$
q_{\varepsilon}(x)= \begin{cases}u_{\varepsilon}\left(x+x_{\varepsilon}\right), & x \in[0, \infty),  \tag{3.76}\\ x^{4}+u_{\varepsilon}\left(x_{\varepsilon}\right), & x \in[-\rho, 0], \\ \rho^{4}+u_{\varepsilon}\left(x_{\varepsilon}\right), & x \in(-\infty,-\rho]\end{cases}
$$

and $\gamma_{\varepsilon}:(0, \infty) \rightarrow H^{1}(\mathbb{R})$ by

$$
\gamma_{\varepsilon}(t)(x)=q_{\varepsilon}(|x|-\ln t) \quad \text { and } \quad \gamma_{\varepsilon}(0)=0
$$

We see that $\gamma_{\varepsilon}:[0, \infty) \rightarrow H^{1}(\mathbb{R})$ is continuous. Define

$$
Q_{\varepsilon}(y)= \begin{cases}\left|u_{\varepsilon}^{\prime}\left(y+x_{\varepsilon}\right)\right|^{2}+m u_{\varepsilon}^{2}\left(y+x_{\varepsilon}\right)-2 F\left(u_{\varepsilon}\left(y+x_{\varepsilon}\right)\right) & \text { for } y \geqslant 0  \tag{3.77}\\ \left|q_{\varepsilon}^{\prime}(y)\right|^{2}+m q_{\varepsilon}^{2}(y)-2 F\left(q_{\varepsilon}(y)\right) & \text { for } y \leqslant 0\end{cases}
$$

Then, we obtain that

$$
\begin{equation*}
\Gamma\left(\gamma_{\varepsilon}(t)\right)=2 \mu_{\varepsilon}+\int_{-\ln t}^{0} Q_{\varepsilon}(x) \mathrm{d} x \tag{3.78}
\end{equation*}
$$

and that for $t \in(0, \infty) \backslash\left\{\mathrm{e}^{\rho}\right\}$,

$$
\begin{equation*}
\frac{\mathrm{d} \Gamma\left(\gamma_{\varepsilon}(t)\right)}{\mathrm{d} t}=\frac{Q_{\varepsilon}(-\ln t)}{t} \tag{3.79}
\end{equation*}
$$

where

$$
Q_{\varepsilon}(-\ln t)= \begin{cases}\left|u_{\varepsilon}^{\prime}\left(-\ln t+x_{\varepsilon}\right)\right|^{2}+m u_{\varepsilon}^{2}\left(-\ln t+x_{\varepsilon}\right)-2 F\left(u_{\varepsilon}\left(-\ln t+x_{\varepsilon}\right)\right)  \tag{3.80}\\ & \text { for } 0<t \leqslant 1 \\ 16(-\ln t)^{6}+m\left((-\ln t)^{4}+u_{\varepsilon}\left(x_{\varepsilon}\right)\right)^{2}-2 F\left((-\ln t)^{4}+u_{\varepsilon}\left(x_{\varepsilon}\right)\right) \\ m\left(\rho^{4}+u_{\varepsilon}\left(x_{\varepsilon}\right)\right)^{2}-2 F\left(\rho^{4}+u_{\varepsilon}\left(x_{\varepsilon}\right)\right) & \text { for } 1 \leqslant t<\mathrm{e}^{\rho} \\ & \text { for } t>\mathrm{e}^{\rho}\end{cases}
$$

Thus, $\Gamma\left(\gamma_{\varepsilon}(t)\right)$ is a $C^{1}$-function for $t \in\left(0, \mathrm{e}^{\rho}\right)$. From (3.75) and (F3), we get that

$$
\lim _{\varepsilon \rightarrow 0} \frac{\mathrm{~d} \Gamma\left(\gamma_{\varepsilon}(t)\right)}{\mathrm{d} t} \begin{cases}>0 & \text { for } 0<t<1  \tag{3.81}\\ <0 & \text { for } 1<t<\mathrm{e}^{\rho}\end{cases}
$$

Therefore, $\Gamma\left(\gamma_{\varepsilon}(t)\right)$ has a maximum at $t_{\varepsilon}$ such that $\lim _{\varepsilon \rightarrow 0} t_{\varepsilon}=1$.
Suppose that there exists $\varepsilon_{n} \rightarrow 0$ such that $\lim _{n \rightarrow \infty}\left|x_{\varepsilon_{n}}\right|>0$. For the sake of convenience, we write $\varepsilon$ for $\varepsilon_{n}$. Then, $\lim _{\varepsilon \rightarrow 0} V_{\varepsilon}\left(y+x_{\varepsilon}\right)=m$ whenever $|y| \leqslant\left|\ln t_{\varepsilon}\right|$. Since $u_{\varepsilon}^{\prime \prime}=V_{\varepsilon} u_{\varepsilon}-f\left(u_{\varepsilon}\right)$ and $\lim _{\varepsilon \rightarrow 0} u_{\varepsilon}\left(x_{\varepsilon}\right)=T$, we see from (F3) that if $\varepsilon>0$ is small, $u^{\prime \prime}\left(x_{\varepsilon}+x\right)<0$ for $|x| \leqslant\left|\ln t_{\varepsilon}\right|$. Then, we see that if $|y| \leqslant\left|\ln t_{\varepsilon}\right|$ and $\varepsilon>0$ is
sufficiently small,

$$
\frac{\mathrm{d} Q_{\varepsilon}(y)}{\mathrm{d} y}=\left\{\begin{align*}
& 2 u_{\varepsilon}^{\prime}\left(y+x_{\varepsilon}\right)\left\{2 m u_{\varepsilon}\left(y+x_{\varepsilon}\right)-2 f\left(u_{\varepsilon}\left(y+x_{\varepsilon}\right)\right)\right.  \tag{3.82}\\
&\left.+\left(V_{\varepsilon}\left(y+x_{\varepsilon}\right)-m\right) u_{\varepsilon}\left(y+x_{\varepsilon}\right)\right\} \geqslant 0 \text { for } y \geqslant 0 \\
& 8 y^{3}\left\{12 y^{2}+m\left(y^{4}+u_{\varepsilon}\left(x_{\varepsilon}\right)\right)-f\left(y^{4}+u_{\varepsilon}\left(x_{\varepsilon}\right)\right)\right\} \geqslant 0 \text { for } y \leqslant 0
\end{align*}\right.
$$

This implies that, for small $\varepsilon>0, Q_{\varepsilon}(y)$ is $C^{1}$ and increasing on the set $|y| \leqslant\left|\ln t_{\varepsilon}\right|$. Since $Q_{\varepsilon}\left(-\ln t_{\varepsilon}\right)=0$, it follows that $\left|Q_{\varepsilon}(0)\right| \geqslant\left|Q_{\varepsilon}(y)\right|$ for any $y$ between 0 and $-\ln t_{\varepsilon}$. Then, since $Q_{\varepsilon}(0)=m u_{\varepsilon}^{2}\left(x_{\varepsilon}\right)-2 F\left(u_{\varepsilon}\left(x_{\varepsilon}\right)\right)$, we see from (3.74) that

$$
\begin{align*}
\left|\Gamma\left(\gamma_{\varepsilon}\left(t_{\varepsilon}\right)\right)-2 \mu_{\varepsilon}\right| & =\left|\int_{-\ln t_{\varepsilon}}^{0} Q_{\varepsilon}(y) \mathrm{d} y\right| \\
& \leqslant\left|Q_{\varepsilon}(0)\right|\left|\ln t_{\varepsilon}\right| \\
& =\left|m u_{\varepsilon}^{2}\left(x_{\varepsilon}\right)-2 F\left(u_{\varepsilon}\left(x_{\varepsilon}\right)\right)\right|\left|\ln t_{\varepsilon}\right| \\
& \leqslant c \varepsilon\left|\ln t_{\varepsilon}\right| \tag{3.83}
\end{align*}
$$

for some constant $c>0$. Since $\Gamma\left(\gamma_{\varepsilon}(0)\right)=0$ and $\lim _{t \rightarrow \infty} \Gamma\left(\gamma_{\varepsilon}(t)\right)=-\infty$, we see from the results in $[23]$ that $\Gamma\left(\gamma_{\varepsilon}\left(t_{\varepsilon}\right)\right) \geqslant E_{m}$. Now we see from proposition $3.1,(3.83)$ and (3.48) that

$$
\begin{align*}
E_{m}+\frac{\varepsilon}{2}\left(\tilde{U}^{2}(0) \int_{\mathbb{R}}( \right. & V(x)-m) \mathrm{d} x+o(1)) \\
& \geqslant D_{\varepsilon} \geqslant \Gamma_{\varepsilon}\left(u_{\varepsilon}\right) \\
& =\Gamma\left(u_{\varepsilon}\right)+\frac{1}{2} \int_{\mathbb{R}}\left(V_{\varepsilon}(x)-m\right) u_{\varepsilon}^{2}(x) \mathrm{d} x \\
& \geqslant 2 \mu_{\varepsilon}+\frac{1}{2} \int_{\mathbb{R}}\left(V_{\varepsilon}(x)-m\right) u_{\varepsilon}^{2}(x) \mathrm{d} x \\
& =\Gamma\left(\gamma_{\varepsilon}\left(t_{\varepsilon}\right)\right)+\frac{1}{2} \int_{\mathbb{R}}\left(V_{\varepsilon}(x)-m\right) u_{\varepsilon}^{2}(x) \mathrm{d} x+o(\varepsilon) \\
& \geqslant E_{m}+\frac{\varepsilon}{2}\left(\tilde{U}^{2}\left(x_{\varepsilon}\right) \int_{\mathbb{R}}(V(x)-m) \mathrm{d} x+o(1)\right) \tag{3.84}
\end{align*}
$$

as $\varepsilon \rightarrow 0$. Since

$$
\int_{\mathbb{R}}(V(x)-m) \mathrm{d} x<0
$$

and $\tilde{U}(0)=\sup _{x \in \mathbb{R}} \tilde{U}(x)>\tilde{U}(y)$ for any $|y|>0$, we get that a maximum point $x_{\varepsilon}$ of $u_{\varepsilon}$ converges to 0 as $\varepsilon$ goes to 0 .

We note that $S_{m}$ is compact. In particular, for $N=1, S_{m}$ consists of one element. Thus, there exists a solution $U \in S_{m}$ satisfying $U(0)=\sup _{W \in S_{m}} W(0)$. Now, combining propositions $3.6,3.7$ and 3.8 , we complete the proof of theorem 1.1.

## 4. An extension of the existence result in theorem 1.1

Recall the definition of $\zeta$ given in the proof of proposition 3.1. Then, we introduce the following condition.
$\left(\mathrm{V} 3^{\prime}\right)$ There exist $\varepsilon_{0}>0$ and $\tilde{x_{\varepsilon}} \in \mathbb{R}^{N}$ for $\varepsilon \in\left(0, \varepsilon_{0}\right)$ such that

$$
\max _{t \in\left[0, t_{0}\right]} \int_{\mathbb{R}^{N}}\left(V_{\varepsilon}(x)-m\right)\left(\zeta(t)\left(x-\tilde{x_{\varepsilon}}\right)\right)^{2} \mathrm{~d} x \leqslant 0 \quad \text { for all } 0<\varepsilon \leqslant \varepsilon_{0}
$$

Proposition 2.2 states that (V3) implies (V3'). Now we have the following, more general, existence result.

ThEOREM 4.1. Assume that conditions (V1), (V2), (V3'), and (F1)-(F3) hold. Then, for sufficiently small $\varepsilon>0$, there exists a positive solution $w_{\varepsilon}$ of (1.8) such that, for a maximum point $x_{\varepsilon}$ of $w_{\varepsilon}$, a transformation $u_{\varepsilon}(x) \equiv w_{\varepsilon}\left(\left(x+x_{\varepsilon}\right) / \varepsilon\right)$ converges (up to a subsequence) uniformly to a radially symmetric least energy solution of

$$
\begin{equation*}
\Delta u-m u+f(u)=0, \quad u>0, \quad u \in H^{1}\left(\mathbb{R}^{N}\right) \tag{4.1}
\end{equation*}
$$

Moreover, there exist constants $c, C>0$, independent of small $\varepsilon>0$, such that

$$
u_{\varepsilon}(x)+\left|\nabla u_{\varepsilon}(x)\right| \leqslant C \exp (-c|x|), \quad x \in \mathbb{R}^{N}
$$

Before proving theorem 4.1, we explore some typical $V$ satisfying condition (V3').
Proposition 4.2. Suppose that the potential $V$ satisfies conditions (V1) and (V2). Then, condition (V3') holds when one of the following is satisfied.
(i) $V(x) \leqslant m$ for any $x \in \mathbb{R}^{N}$.
(ii) There exists $x_{0} \in \mathbb{R}^{N}$ such that, for any $r \in(0, \infty)$,

$$
\int_{S^{N-1}}\left(V\left(r x+x_{0}\right)-m\right) \mathrm{d} \sigma(x) \leqslant 0
$$

where $\mathrm{d} \sigma$ is the standard volume element on the unit sphere $S^{N-1}$.
(iii) When $N=1$, it holds that $V-m \in L^{1}(\mathbb{R})$,

$$
\int_{\mathbb{R}}(V(x)-m) \mathrm{d} x=0
$$

$\tilde{V}-\tilde{m} \in L^{1}(\mathbb{R})$ and

$$
\int_{\mathbb{R}}(\tilde{V}(x)-\tilde{m}) \mathrm{d} x \neq 0
$$

where

$$
\tilde{V}(x)=\int_{0}^{x}(V(y)-L) \mathrm{d} y
$$

and $\lim _{|x| \rightarrow \infty} \tilde{V}(x)=\tilde{m}$.
Proof. First note from the construction of $\zeta$ in proposition 3.1 that there exist $C, c>0$, independent of $\varepsilon>0$, satisfying $\zeta(t)(x) \leqslant C \exp (-c|x|)$ for $x \in \mathbb{R}^{N}$. Thus, $\left(V_{\varepsilon}-m\right) \zeta^{2}(t)\left(\cdot-\tilde{x_{\varepsilon}}\right) \in L^{1}\left(\mathbb{R}^{N}\right)$ for any $t \in\left(0, t_{0}\right)$.
(i) This case is obvious since $\zeta(t)(x)>0$ for $t>0$ and $x \in \mathbb{R}^{N}$.
(ii) Note that a function $\zeta(t)$ is radially symmetric for $t \in\left(0, t_{0}\right)$. Thus, we see that

$$
\int_{\mathbb{R}^{N}}\left(V_{\varepsilon}(x)-m\right) \zeta^{2}(t)\left(x-\varepsilon x_{0}\right) \mathrm{d} x \leqslant 0
$$

for any $t \in\left(0, t_{0}\right)$. This proves the claim with $\tilde{x_{\varepsilon}}=\varepsilon x_{0}$ in case (ii).
(iii) For $t \in\left(0, t_{0}\right)$, we denote $W(x)=\zeta(t)$. From the construction of $\zeta$ in proposition 3.1, we see that $W$ is piecewise $C^{1}$, that for some $M>0$, independent of $t \in\left(0, t_{0}\right),\|W\|_{L^{\infty}} \leqslant M$, and that there exists $x_{0}>0$, independent of $t \in\left(0, t_{0}\right)$, satisfying $W^{\prime}(x) x<0$ for $|x| \geqslant x_{0}-1$. Moreover, we see that

$$
\begin{align*}
& \int_{\mathbb{R}}\left(V_{\varepsilon}(x)\right.-m) W\left(x \pm x_{0}\right) \mathrm{d} x \\
&=\varepsilon \int_{\mathbb{R}}(V(x)-m) W\left(\varepsilon x \pm x_{0}\right) \mathrm{d} x \\
&=\varepsilon\left\{\left.\tilde{V}(x) W\left(\varepsilon x \pm x_{0}\right)\right|_{-\infty} ^{\infty}-\int_{\mathbb{R}} \tilde{V}(x) \frac{\mathrm{d} W\left(\varepsilon x \pm x_{0}\right)}{\mathrm{d} x} \mathrm{~d} x\right\} \\
&=-\varepsilon^{2} \int_{\mathbb{R}} \tilde{V}(x) W^{\prime}\left(\varepsilon x \pm x_{0}\right) \mathrm{d} x \\
&=-\varepsilon^{2}\left\{\int_{\mathbb{R}}\left(\tilde{V}(x)-m_{1}\right) W^{\prime}\left(\varepsilon x \pm x_{0}\right) \mathrm{d} x+m_{1} \int_{\mathbb{R}} W^{\prime}\left(\varepsilon x \pm x_{0}\right) \mathrm{d} x\right\} \\
&=-\varepsilon^{2} \int_{\mathbb{R}}\left(\tilde{V}(x)-m_{1}\right) W^{\prime}\left(\varepsilon x \pm x_{0}\right) \mathrm{d} x \\
&=-\varepsilon^{2}\left\{\int_{\mathbb{R}}\left(\tilde{V}(x)-m_{1}\right)\left(W^{\prime}\left(\varepsilon x \pm x_{0}\right)-W^{\prime}\left( \pm x_{0}\right)\right) \mathrm{d} x\right. \\
&\left.\quad+W^{\prime}\left( \pm x_{0}\right) \int_{\mathbb{R}}\left(\tilde{V}(x)-m_{1}\right) \mathrm{d} x\right\} . \tag{4.2}
\end{align*}
$$

As in the proof of proposition 2.2 , we see that

$$
\lim _{\varepsilon \rightarrow 0} \int_{\mathbb{R}}\left(\tilde{V}(x)-m_{1}\right)\left(W^{\prime}\left(\varepsilon x \pm x_{0}\right)-W^{\prime}\left( \pm x_{0}\right)\right) \mathrm{d} x=0 .
$$

Take one of the points $\pm x_{0}$ such that

$$
W^{\prime}\left( \pm x_{0}\right) \int_{\mathbb{R}}\left(\tilde{V}(x)-m_{1}\right) \mathrm{d} x>0 .
$$

Then, it follows that, for small $\varepsilon>0$,

$$
\int_{\mathbb{R}}\left(V_{\varepsilon}(x)-m\right) W\left(x+x_{0}\right) \mathrm{d} x<0 \quad \text { or } \quad \int_{\mathbb{R}}\left(V_{\varepsilon}(x)-m\right) W\left(x-x_{0}\right) \mathrm{d} x<0 .
$$

This proves the claim.

Condition (iii) in the above proposition was introduced by Ambrosetti and Badiale in [2], where they proved that if (iii) holds, then (1.4) has two distinct families of solutions bifurcating from the trivial solutions for small $\varepsilon>0$ when $f(t)=t^{p}$, $p \in(1,5)$.

Proof of theorem 4.1. Note that

$$
D_{\varepsilon}=\max _{t \in\left[0, t_{0}\right]} \Gamma_{\varepsilon}\left(\zeta(t)\left(\cdot-\tilde{x_{\varepsilon}}\right)\right) \leqslant E_{m}
$$

Now we consider the two following cases.
CASE 1. If there exists a critical point $u_{\varepsilon}$ of $\Gamma_{\varepsilon}$ on the path $\zeta(t)\left(\cdot-\tilde{x_{\varepsilon}}\right) \in X^{d}$, we get the decay property of $u_{\varepsilon}$ in a similar way as for the proof of proposition 3.7.

Case 2. Suppose that there exist no critical points of $\Gamma_{\varepsilon}$ on a set

$$
\left\{\zeta(t)\left(\cdot-\tilde{x_{\varepsilon}}\right) \mid t \in\left[0, t_{0}\right)\right\} \cap X^{d}
$$

By considering a pseudo-gradient vector field on a neighbourhood $Z_{\varepsilon}$ of

$$
\left\{\zeta(t)\left(\cdot-\tilde{x_{\varepsilon}}\right) \mid t \in\left[0, t_{0}\right]\right\} \cap X^{d} \quad \text { for } \Gamma_{\varepsilon}
$$

we can deform a part of the curve $\left\{\zeta(t)\left(\cdot-\tilde{x_{\varepsilon}}\right) \mid t \in\left[0, t_{0}\right]\right\}$ inside $X^{d}$ into a continuous curve $\zeta_{\varepsilon}:\left[0, t_{0}\right] \rightarrow H^{1}\left(\mathbb{R}^{N}\right)$ such that

$$
\Gamma_{\varepsilon}\left(\zeta_{\varepsilon}(t)\right)<E_{m} \quad \text { for any } t \in\left[0, t_{0}\right]
$$

Then, setting $D_{\varepsilon}^{\prime}=\max _{t \in\left[0, t_{0}\right]} \Gamma_{\varepsilon}\left(\zeta_{\varepsilon}(t)\right)$, we see that $D_{\varepsilon}^{\prime}<E_{m}$ for sufficiently small $\varepsilon>0$.

Now we note that, in the proofs of propositions 3.2 and 3.3 , the same arguments hold with (V1) and (V2) but not with (V3). Then, as for the proof of proposition 3.5, we obtain a sequence $\left\{u_{n}\right\}_{n}$ in $X^{d} \cap \Gamma_{\varepsilon}^{D_{\varepsilon}^{\prime}}$ for fixed, sufficiently small $\varepsilon>0$ such that $\lim _{n \rightarrow \infty} \Gamma_{\varepsilon}^{\prime}\left(u_{n}\right)=0$. To get a strong convergence of $\left\{u_{n}\right\}_{n}$ to some $u_{\varepsilon}$ in $H^{1}\left(\mathbb{R}^{N}\right)$, as in proposition 3.6, we only need a property $\lim \sup _{n \rightarrow \infty} \Gamma_{\varepsilon}\left(u_{n}\right)<E_{m}$, which follows from $D_{\varepsilon}^{\prime}<E_{m}$ and $\left\{u_{n}\right\}_{n} \subset X^{d} \cap \Gamma_{\varepsilon}^{D_{\varepsilon}^{\prime}}$. Finally, we get the decay property of $u_{\varepsilon}$ in a similar way as in the proof of proposition 3.7. This proves the claim.
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